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Outline — UHECR experiments

• TAx4

• AugerPrime 

• EUSO

• And related:  
hadronic interactions
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Upgrade of the Pierre Auger Observatory

additional scintillators (4 m2)

! event-by-event mass estimate
with 100% duty cycle
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The Extreme Universe
Space Observatory on-

board the Japan 
Experiment Module 

(JEM) of the ISS

Heritage of the ESA EUSO study

2001- 2004
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Exposures of UHECR observatories

22

Pierre Auger Observatory
Province Mendoza, Argentina 
1660 detector stations, 3000 km2

27 fluorescence telescopes

Telescope Array (TA)
Delta, UT, USA
507 detector stations, 680 km2

36 fluorescence telescopes

• Zenith ranges :[0-55°] for TA, 
[0-60°] for Auger

➡ Zenith ranges + latitudes : 
full-sky coverage achieved 

• Energy threshold : geometric 
directional exposure

Full-Sky Coverage
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➡ BUT unavoidable uncertainty in the relative exposures of the experiments

b : fudge factor absorbing systematics of any 
origin (relative exposure, energy scale, etc)
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Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.

ascension #) since this is the most natural one tied to the
Earth to describe the directional exposure of any experi-
ment. The random sample {n1, ...,nN} results from a Pois-
son process whose average is the flux of cosmic rays$(n)
coupled to the directional exposure"(n) of the considered
experiment :

〈

dN(n)

d%

〉

= "(n)$(n). (1)

As any angular distribution on the unit sphere, the flux
of cosmic rays $(n) can be decomposed in terms of a
multipolar expansion onto the spherical harmonicsYℓm(n) :

$(n) = &
ℓ≥0

ℓ

&
m=−ℓ

aℓmYℓm(n). (2)

Any anisotropy fingerprint is encoded in the aℓm multi-
poles. Non-zero amplitudes in the ℓ modes arise from vari-
ations of the flux on an angular scale ≃ 1/ℓ radians.
The directional exposure of each observatory provides

the effective time-integrated collecting area for a flux from
each direction of the sky. In principle, the combined direc-
tional exposure of the two experiments should be simply
the sum of the individual ones. However, individual expo-
sures have here to be re-weighted by some empirical factor
b due to the unavoidable uncertainty in the relative expo-
sures of the experiments. The parameter b can be viewed
as a fudge factor which absorbs any kind of systematic un-
certainties in the relative exposures, whatever the sources
of these uncertainties. This empirical factor is arbitrarily
chosen to re-weight the directional exposure of the Pierre
Auger Observatory relative to the one of the Telescope Ar-
ray :

"(n;b) = "TA(n)+b"Auger(n). (3)

Dead times of detectors modulate the directional expo-
sure of each experiment in sidereal time and therefore in
right ascension. However, once averaged over several years
of data taking, the relative modulations of both "TA and
"Auger in right ascension turn out to be not larger than few
thousandths, yielding to non-uniformities in the observed
angular distribution at the corresponding level. Given that
the limited statistics currently available above 1019 eV can-
not allow an estimation of each aℓm coefficient with a preci-
sion better than a few percent, the non-uniformities of "TA
and "Auger in right ascension can be neglected so that both

functions are considered to depend only on the declination
hereafter. On the other hand, since the high energy thresh-
old guarantees that both experiments are fully efficient in
their respective zenithal range [0− 'max], the dependence
on declination is purely geometric [3] :

"i(n) = Ai

(

cos(i cos! sin#m+#m sin(i sin!

)

, (4)

where (i is the latitude of the considered experiment, the
parameter #m is given by

#m =

⎧

⎨

⎩

0 if ) > 1,
* if ) < −1,
arccos) otherwise,

(5)

with ) ≡ (cos'max− sin(i sin! )/cos(i cos! , and the nor-
malisation factors Ai are tuned such that the integration
of each "i function over 4* matches the (total) exposure
of the corresponding experiment. For b = 1, the resulting
"(! ) function is shown in figure 1.
In practice, only an estimation b of the factor b can be

obtained, so that only an estimation of the directional expo-

sure "(n) ≡ "(n;b) can be achieved through equation 3.
The procedure used for obtaining b from the joint data set
will be described below. The resulting uncertainties propa-
gate into uncertainties in the measured aℓm anisotropy pa-
rameters, in addition to the ones caused by the Poisson na-
ture of the sampling process when the function" is known
exactly.
With full-sky but non-uniform coverage, the custom-

ary recipe for decoupling directional exposure effects from
anisotropy ones consists in weighting the observed angular
distribution by the inverse of the relative directional expo-
sure function :

dÑ(n)

d%
=

1

"r(n)

dN(n)

d%
. (6)

The relative directional exposure is the dimensionless func-
tion normalized to unity at its maximum. When the func-
tion " (or "r) is known from a single experiment, the av-
eraged angular distribution

〈

dÑ/d%
〉

is, from equation 1,
identified with the flux of cosmic rays$(n) times the total
exposure of the experiment. Due to the finite resolution to
estimate b, the relationship between

〈

dÑ/d%
〉

and$(n) is
here not any longer so straightforward :

〈

dÑ(n)

d%

〉

=

〈

1

"r(n)

〉

"(n)$(n). (7)

However, for an unbiased estimator of b with a resolution
better than≃ 10% (the actual resolution on bwill be shown
hereafter to be of the order of ≃ 3.5%), the relative differ-
ences between ⟨1/"r(n)⟩ and 1/"r(n) are actually smaller
than 10−3 in such a way that

〈

dÑ/d%
〉

can still be identi-
fied to $(n) times the total exposure to a high level. Con-
sequently, the recovered aℓm coefficients defined as

aℓm =
∫

4*
d%

dÑ(n)

d%
Yℓm(n) =

N

&
i=1

Yℓm(ni)

"r(ni)
(8)

provide unbiased estimators of the underlying aℓm multi-
poles since the relationship ⟨aℓm⟩ = aℓm can be established
by propagating equation 7 into ⟨aℓm⟩.
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[0-60°] for Auger

➡ Zenith ranges + latitudes : 
full-sky coverage achieved 
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Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.

ascension #) since this is the most natural one tied to the
Earth to describe the directional exposure of any experi-
ment. The random sample {n1, ...,nN} results from a Pois-
son process whose average is the flux of cosmic rays$(n)
coupled to the directional exposure"(n) of the considered
experiment :
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The directional exposure of each observatory provides
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Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.

ascension #) since this is the most natural one tied to the
Earth to describe the directional exposure of any experi-
ment. The random sample {n1, ...,nN} results from a Pois-
son process whose average is the flux of cosmic rays$(n)
coupled to the directional exposure"(n) of the considered
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each direction of the sky. In principle, the combined direc-
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dÑ(n)

d%
=

1

"r(n)

dN(n)

d%
. (6)

The relative directional exposure is the dimensionless func-
tion normalized to unity at its maximum. When the func-
tion " (or "r) is known from a single experiment, the av-
eraged angular distribution

〈
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dÑ(n)

d%

〉

=

〈

1

"r(n)

〉

"(n)$(n). (7)

However, for an unbiased estimator of b with a resolution
better than≃ 10% (the actual resolution on bwill be shown
hereafter to be of the order of ≃ 3.5%), the relative differ-
ences between ⟨1/"r(n)⟩ and 1/"r(n) are actually smaller
than 10−3 in such a way that

〈
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Overlap
region

10,900 events
3,400 in overlap region

1,800 events
650 in overlap regionE > 1019 eV

Existing  
CR detectors at  
highest energies



The Pierre Auger Observatory

4

Fluorescence detector
• 4 sites: E>1018 eV
• HEAT: E>1017 eV 

Surface detector array
• 1660 stations
• Grid of 1.5 km: 3000 km2 

E>1018.5 eV
• Grid of 0.75 km: 24 km2  

E>1017.5 eV

Radio detection
• AERA  (MHz)
• AMBER (GHz)
• EASIER (MHz, GHz)
• MIDAS (GHz)
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Key results of the Auger Observatory

1. Very strong flux suppression

2. Top-down scenarios ruled out

3. Challenging level of isotropy  
    (but ~7% dipole at E > 8x1018 eV)

(see Auger contributions and highlight talk by Piera Ghia)
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Figure 2.5: Large scale anisotropy search. Left: 99% limits on the dipole anisotropy in the equatorial
plane for the collected statistics until end of 2014 (dashed line) and values of the dipole amplitude
d?. Right: estimated phase angles. The red points of the equatorial phase are from the analysis of the
750 m array. The data shown is an update of the analyses [15, 88], to be published at ICRC 2015.
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Figure 2.6: Regions of over-density observed after ⇠20�-smearing of the arrival directions of particles
with E > 5.5⇥1019 eV. The results from the northern hemisphere are from the TA Collaboration [91].

want to mention the 15� region of over-density observed around the direction of Centau-
rus A [21]. Although not being a statistically significant excess beyond 3s, it is interesting
to note that the TA Collaboration has recently reported a “hot spot” of similar intermediate
angular scale [91], see Fig. 2.6.

2.1.5 Air shower and hadronic interaction physics

The depth of shower maximum is directly related to the depth of the first interaction of the
cosmic ray in the atmosphere [92]. Based on this correlation, the proton-air cross section has
been measured at 57 TeV c.m.s. energy using hybrid data of the Auger Observatory [24]. Ap-
plying the Glauber approximation [93] this cross section can be converted to an equivalent
(inelastic) proton-proton cross section, see Fig. 2.7. The cross section is found to be consis-
tent with model extrapolations that describe the LHC data, which were becoming available
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Combined spectrum

Flux normalisations: SD-1500 m vertical: 5.7%; SD-1500 m inclined: -0.1%; SD-750 m: 1.8%; Hybrid: -5.8%  
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4. Unexpected mass composition or change  
    of hadronic interactions for E > 1018.5 eV

5. Air showers have surprisingly high number 
    of muons (not yet understood)

Key results of the Auger Observatory
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plying the Glauber approximation [93] this cross section can be converted to an equivalent
(inelastic) proton-proton cross section, see Fig. 2.7. The cross section is found to be consis-
tent with model extrapolations that describe the LHC data, which were becoming available

2
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Combined spectrum

Flux normalisations: SD-1500 m vertical: 5.7%; SD-1500 m inclined: -0.1%; SD-750 m: 1.8%; Hybrid: -5.8%  
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1. Very strong flux suppression 

2. Top-down scenarios ruled out

3. Challenging level of isotropy  
(but ~7% dipole at E > 8x1018 eV)

4. Unexpected mass composition or change 
of hadronic interactions for E > 1018.5 eV

5. Air showers have surprisingly  
high number of muons  



FD: Composition measurement of Auger
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Schematic of the Scintillation Surface 
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Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.
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Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read

Read-out of scintillators 
with WLS fibers

Simple and robust 
construction of 
detector module 
and mounting frame, 
double roof for 
thermal insulation

Both WCD and SSD to be 
connected to new 120 MHz 
electronics
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Figure 4.5: Pictures of the extruded polystyrene manifold used in the prototype to route the WLS
fiber. Left: external side of each module with the “U” shape. Right: internal side of each module with
the “snake” shape.

187187 cm

12
4 
cm Left Module Right Module

Figure 4.6: Schematic view of the two modules in the extruded polystyrene foam vessel. The dimen-
sions of the vessel are quoted in the figure.

Figure 4.7). The signal of the photo-detector is then split in two: one is attenuated by a factor
of 4, while the other is amplified by a factor of 32 to achieve a sufficient dynamic range. The
power needed for operation is close to 1 W and can be taken directly from the current power
system without the need of an extra solar panel.

As will be discussed in more detail in section 4.2.5, the external detector enclosure is
made from aluminum to guarantee light tightness, robustness for 10 years of operation in
the field, and enough rigidity for transportation. The access to the PMT is obtained with a
mobile door in one side of the detector box. A double aluminum roof is installed, separated
by 2 cm, to allow air flow and therefore reduce the temperature changes. This design for
temperature has been checked with previous prototypes named ASCII as can be seen in Fig-
ure 4.8. The temperature control is of extreme importance not only for the correct behaviour
of the electronics but also with respect to the aging of the detector. Extensive studies have

Simple and robust  
construction of detector  
module and mounting  
frame, double roof for  
thermal insulation  

Two scintillator modules per box 
read out by single PMT using WLS fibers 
About 4 m2 in total 
Both detectors make use of  
new 120 MHz electronics (IPE) 
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Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.
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Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read
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Auger Upgrade: composition sensitivity at E > 6x1019 eV
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6 detectors ready  
for deployment

First detector  
in the field



Current status

• International Advisory board  
strongly recommended   
AugerPrime: total cost  
(WBS) 15 M$

• Design report available  
arxiv.org/pdf/1604.03637 

• Auger groups started to  
submit individual funding proposals

• Special BMBF proposal from german  
Universities approved (Aufstockungsantrag),  
which is complemented by a proposal  
within HGF/KIT granted
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Figure 2.18: Left: The simulated average signal of the 4 different components as a function of DX (the
slant depth between Xmax and ground level) at a distance of 1000 m and a zenith angle of 36� for fixed
energy, E = 10 EeV. Right: The lateral shape of the simulated signal of a 1020 eV shower. The upper
band indicates the model prediction based on the fitted parameters. Round markers refer to the total
simulated signal. The lower bands show the prediction for the four signal components compared to
the simulated values. The size of the azimuthal signal asymmetry is indicated by the width of the
bands.

Splitting the electromagnetic component into component (c), originating from the decay
products of high energy p0 that have been produced in the first generations of hadronic
interactions in a shower, and component (d) which is stemming from hadronic interactions at
low energy taking place close to the individual detectors, allows us to include the correlation
between muons and electromagnetic particles arising from such low energy interactions.

The contributions of the different universality components to the overall signal are illus-
trated in Fig. 2.18. Each component has a different dependence on the observation depth X
relative to Xmax, DX = X � Xmax, and also the slopes of the lateral distributions differ. In
addition, there is a dependence on the azimuthal angle about the shower axis that leads to
an asymmetry of the ground signals. The colored bands reflect the predicted range of the
asymmetry effect of individual components (black being the sum of all others). The markers
indicate the simulated total signal (black) and the reconstructed component signals given by
the reconstruction algorithm (see below).

For each of the individual universality components the expected arrival time profile of
the particles can be parameterized. An example of the simulated time response of a water-
Cherenkov detector of the Auger array is shown in 2.19(a) for a particular station far from
the shower core. The average trace of the components at the same distance and for a given
DX of about 200 g/cm2 is shown in Fig. 2.19(b).

The total expected signal in a station at position r and relative depth DX is given by

Stot = Sem(r, DX, E) + Nrel
µ

h
Sref

µ (r, DX, E) + Sµ
em(r, DX, E)

i
+ (Nrel

µ )aSlow-energy
em (r, DX, E),

(2.6)
where we have not written the dependence on the azimuthal asymmetry for sake of clarity.
The muonic contributions (both from muons directly and the decay/interaction products of
the muons) are scaled with the factor Nrel

µ relative to the expectation values for proton pri-
maries. The contribution from low-energy interactions to electromagnetic particles through
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Figure 2.12: The 1s contour of the number of muons at maximum of the muon shower development,
log10 Nµ

max, vs the depth of shower maximum, Xmax, for fixed energies, E = 1019 eV (left) and E =
5⇥1019 eV (right), and fixed zenith angle, q = 38�.

• study hadronic interactions at high energy, understand the observed muon discrep-
ancy, and discriminate between different exotic interaction model scenarios. Further-
more, we could study systematic uncertainties by performing measurements with dif-
ferent observables and derive consistency checks on models.

• improve the current photon and neutrino sensitivity not only by collecting more statis-
tics, but also by having a much improved discrimination power.

• understand better, and reduce the systematic uncertainties of, many different measure-
ments including the all-particle flux and the cosmic ray composition measurement.

The key question is whether we can use additional information on the separation between
the electromagnetic and muonic shower components for improving the estimate of the mass
of the primary particles.

The simulated number of muons at maximum of the muon shower development,
log10 Nµ

max, versus the shower maximum Xmax at 1019 eV (5⇥1019 eV) and 38� of zenith angle,
as well as the marginal distributions are displayed in Figs. 2.12 and 2.13.

The difference in log10 Nµ
max and Xmax for the two most recent incarnations of LHC tuned

models (EPOS-LHC and QGSJetII.04) are of the order of D log10 Nµ
max ⇡ 0.1 and DXmax ⇡

15 g/cm2 independent of the primary. Within the frame of a single model, a clear separation
of light and heavy primaries seems possible. Even intermediate primaries like nitrogen can
be separated from protons and helium if the recorded statistics permit. Overall, the expecta-
tions from air shower simulations strongly indicate the feasibility of composition determina-
tion at the highest energies. It can be expected that, if the detector resolution is smaller or of
the order of the shower fluctuations, the primary mass can be inferred on an event-by-event
basis.

The fact that the average properties of the cascade can, to a large extent, be described in
terms of energy and shower age only is called shower universality, see [128] and Refs. therein.
To first approximation there is no direct dependence on the primary mass nor zenith angle.
This is a very remarkable result. Despite the vast number of interactions in an air shower,
its overall shape as well as the time profiles of particles reaching ground can be described
very well with very few measurable quantities. In the literature it has been described for the
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Figure 3.5: Xµ
max distribution reconstructed at 10 EeV for proton and iron showers simulated with

EPOS-LHC and QGSJetII-04 (left), and Xmax-Xµ
max correlation obtained using SSD reconstructed val-

ues of Xµ
max (right). Some small systematics can be seen for low Xmax (corresponding to lower energy

EAS).
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Figure 3.6: Left panel: The reconstructed Xmax compared with the true Xmax as a function of energy.
Error bars represent the RMS of the distributions. Right panel: The reconstructed Nµ compared with
the true Nµ as a function of energy. Error bars represent the RMS of the distributions. The resolutions
are obtained from parameterizations and interpolations of EPOS-LHC simulations at fixed energies
and zenith angles and are shown for events up to 60�.

Once the Xµ
max-Xmax relationship is determined from the calibration described in the pre-

vious section, the remaining composition sensitive parameters to fit are just Xmax and Nµ.
In order to properly determine the resolution of the SSD, the Monte Carlo simulations were
treated as real data, and the Xµ

max-Xmax relationship determined with reconstructed values.
The events were then reconstructed again using this calibration and the resolution on Xmax
and Nµ, and systematic biases, were derived. Figure 3.6 shows both resolution and bias for
both variables as a function of composition and energy. Biases are small, below 15 g/cm2 for
Xmax and 5% for Nµ, and the resolution is about 40 g/cm2 at 10 EeV, down to 25 g/cm2 at
100 EeV for Xmax, and 15% at 10 EeV down to 8% at 100 EeV for Nµ. Of interest is also the
energy resolution for the reconstruction of around 10% at 10 EeV down to 7% at 100 EeV.
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Figure 3.5: Xµ
max distribution reconstructed at 10 EeV for proton and iron showers simulated with

EPOS-LHC and QGSJetII-04 (left), and Xmax-Xµ
max correlation obtained using SSD reconstructed val-

ues of Xµ
max (right). Some small systematics can be seen for low Xmax (corresponding to lower energy

EAS).
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Figure 3.6: Left panel: The reconstructed Xmax compared with the true Xmax as a function of energy.
Error bars represent the RMS of the distributions. Right panel: The reconstructed Nµ compared with
the true Nµ as a function of energy. Error bars represent the RMS of the distributions. The resolutions
are obtained from parameterizations and interpolations of EPOS-LHC simulations at fixed energies
and zenith angles and are shown for events up to 60�.

Once the Xµ
max-Xmax relationship is determined from the calibration described in the pre-

vious section, the remaining composition sensitive parameters to fit are just Xmax and Nµ.
In order to properly determine the resolution of the SSD, the Monte Carlo simulations were
treated as real data, and the Xµ

max-Xmax relationship determined with reconstructed values.
The events were then reconstructed again using this calibration and the resolution on Xmax
and Nµ, and systematic biases, were derived. Figure 3.6 shows both resolution and bias for
both variables as a function of composition and energy. Biases are small, below 15 g/cm2 for
Xmax and 5% for Nµ, and the resolution is about 40 g/cm2 at 10 EeV, down to 25 g/cm2 at
100 EeV for Xmax, and 15% at 10 EeV down to 8% at 100 EeV for Nµ. Of interest is also the
energy resolution for the reconstruction of around 10% at 10 EeV down to 7% at 100 EeV.
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• Additional scintillators (4 m2)
• Event-by-event mass estimate  

with 100% duty cycle instead of 15% for FD
• Detection of proton fraction as low as 10%

Xmax reconstruction

Nµ reconstruction
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Physics reach: composition-enhanced anisotropy

Modified Auger data set 
(E > 4x1019 eV, 454 events) 

Xmax assignment according to  
maximum rigidity scenario 

10% protons added, half of 
which from within 3° of AGNs

9

52 CHAPTER 3. EXPECTED PHYSICS PERFORMANCE

Figure 3.20: Arrival distribution and angular correlation of cosmic rays of the modified Auger
data set (black circles) with AGNs of the Swift-BAT catalog [141] (stars). Shown are events with
E > 4⇥1019 eV. The top row of plots show the complete data set (454 events), the middle row the
selection deprived of light elements (326 events), and the bottom row the proton-enriched selection
(128 events).
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Figure 3.19: Expected correlation of the observed arrival direction distribution with a source catalog
and selection criteria characterized by piso (see text) to a given proton fraction in the data. The upper
row shows the scenario in which 100% of all protons are correlated with the sources of the catalog.
The middle and lower rows are calculated for 75% and 50%, respectively. The plots on the left hand
side are showing the correlation expected for the current surface array, and the ones on the right hand
side for the upgraded array, both calculated for the same exposure. The white lines show the 1s to
9s thresholds from left to right.

Catalog based anisotropy search 
Assuming current Auger exposure  
(~155 events @ E>55 EeV)

No mass  
discrimination

p-Fe separation  
merit factor: 1.5 

piso:  Chance prob. to correlate  
       with object from catalog

All protons correlating with  
objects from catalog

Centaurus A

Virgo A

Fornax A

+30

-30

+60

-60

60 120 180 240 300

Upgrade of the Pierre Auger Observatory 
Low-Z particle astronomy

arxiv.org/pdf/1604.03637
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Figure 3.19: Expected correlation of the observed arrival direction distribution with a source catalog
and selection criteria characterized by piso (see text) to a given proton fraction in the data. The upper
row shows the scenario in which 100% of all protons are correlated with the sources of the catalog.
The middle and lower rows are calculated for 75% and 50%, respectively. The plots on the left hand
side are showing the correlation expected for the current surface array, and the ones on the right hand
side for the upgraded array, both calculated for the same exposure. The white lines show the 1s to
9s thresholds from left to right.
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Catalog based anisotropy search 
Assuming current Auger exposure  
(~155 events @ E>55 EeV)

No mass  
discrimination

p-Fe separation  
merit factor: 1.5 

piso:  Chance prob. to correlate  
       with object from catalog

75% protons correlating with  
objects from catalog

Upgrade of the Pierre Auger Observatory 
Low-Z particle astronomy

Centaurus A

Virgo A

Fornax A

+30

-30

+60

-60

60 120 180 240 300

arxiv.org/pdf/1604.03637



Telescope array (TA)
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Telescope Array (TA)

11Northern hemisphere: Utah, USA

~3
0 

km 507 SDs cover 680 km2 

3 FD stations

Utah, USA
39.3 0 N
112.9 0 W
Alt. 1400 m

- Central Laser 
- Lidar, IR camera 

- Electron Light Source 

Calibration Facilities

507 surface detectors: 
double-layer scintillators 
(grid of 1.2 km, 680 km2)

3 fluorescence detectors
(2 new, one station HiRes II)

Middle Drum: based on HiRes II

ELS Operation

LIDAR
Laser facility

FD Observation
Sep.3rd.2010   Beam Shot into the Sky, and Observed by FD

Event Display of ELS Shower 
Data  :  Sep.5th .2010.  AM04:30(UTC)

Energy : 41.1MeV 

Charge : 50pC/pulse

����

Beam Operation            :  Sep.2nd -4th

Beam shot into the Sky :   Sep. 3rd and 4th

# of Shot into the Sky�1800 pulses

Output power = 41.4MeV�40�140pC/pulse�0.5Hz

�	��
���

���

Electron light source 
(ELS): ~40 MeV

Infill array and high
elevation telescopes
under construction

Test setup for
radar reflection

• Northern hemisphere 

• 507 surface detectors:  
double-layer scintillators 
(grid of 1.2 km, 680 km2) 

• 3 fluorescence detectors  
(2 new, one station HiRes II)

• Graded infill array and  
high elevation telescopes  
under construction 



Comparison of surface detectors
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Auger: thick water-Cherenkov detectors 
• large part of signal due to muons
• large acceptance to inclined showers

Telescope Array: thin scintillators 
• main part of signal due to em. particles
• low sensitivity to muons

 Complementary surface detector arrays



Results
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Hotspot, 7-years of SD Data 
Li-Ma significance = 5.1σ 

Chance probability = 3.4σ 

 

28 

Significance map;  
equatorial coordinates,  
2008/05/11-2015/05/11 

VHEPA, January, 2016 

• Flux differences at highest energies 
due to

• Physics or

• Instrumental effects?

• Hot spot seen at E > 57 EeV

• Pre-trial 5.1 σ
• Post-trial 3.4 σ 

UHE Energy Spectrum
Normalizing the energy spectra (constant energy shift)
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 TA MD⊗Auger 2014 

preliminary

h�i = (2.9 ± 2.7 (stat.) ± 18 (syst.)) g/cm2

Pierre Auger and TA Collaborations, Proc. UHECR 2014, arXiv:1503.07540 10/27

⟨∆⟩ = (2.9 ± 2.7 (stat.) ± 18 (syst.)) g/cm2

Auger-TA composition WG 2014

Auger-TA Spectrum WG 2014



TAx4 mission: Clarify the nature of the hotspot
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21 TA-years of SD Data by 
2020 

32  

Clarify the nature of the hotspot! 

VHEPA, January, 2016 



TAx4 mission: Clarify the nature of the hotspot
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21 TA-years of SD Data by 
2020 

32  

Clarify the nature of the hotspot! 

VHEPA, January, 2016 
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AUGER (2004-2014)  
warm spot (12°) 
• Scan:

• r =1°- 30°,         Δr =1°
• E = 40-80 EeV,   ΔE = 1EeV 

TA  (6 year of data)  
hotspot (20°)
• Scan:

• r =15°- 35°,  Δr =15°
• E ≥ 57 EeV

• Result: 
• r =12°,  E = 54 EeV 
• nobs/nexp = 14/3.23 
• post-trial:  <3σ

• Result: 
• r =20°,  E = 57 EeV 
• nobs/nexp = 27/6.59 
• pre-trial:  5.5σ
• post-trial: P = 4σ

P.  Tinyakov et al.
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Black dots :  
   2MASS catalog  
   Heliocentric velocity <3000 km/s 
   D < ~45 Mpc

TA hotspot is found near the Ursa Major Cluster  
TA & PAO found no excess in the direction of  Virgo.  

Ursa  Major Cluster 
(D=20Mpc)  

Virgo Cluster 
(D=20Mpc)  

Perseus-Pisces  
      Supercluster   
         (D=70Mpc) 
 

Centaurus   
Supercluster  (D=60Mpc)  

    Eridanus   
  Cluster  
(D=30Mpc) 

    Fornax  Cluster 
 (D=20Mpc)  

Huchra, et al, ApJ, (2012) 

P.  Tinyakov et al.



Tale and Telescope array x 4
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500 add. SDs  
2.1 km spacing  
2 add. FD stations 

TALE
• 10 telescopes at the Middle Drum site,  

looking from 31°-59° in elevation.
• Operating in conjunction with  

 TA Middle Drum FD
• 1016.5 < E < 1020.5 eV
• Infill array is being deployed

TAx4
• Fourfold increase in size of  TA SD
• Add 500 SD counters, at 2.1 km spacing
• Add 2 FD sites, 28 telescopes

• Get 21 TA-years by 2020
• Proposals:

• SD = Japan (successful)
• FD = U.S. 
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Design of detectors

2

12 scintillator surface detectors (SSDs) for the AugerPrime Engineering Array

Various design changes during construction
                                    (to reduce assembling time, cost and weight)

PMT tubeScintillators

Enclosure frame

Filling

Routing

Fibers

Cookie

6 Jun, 2016

D. M.: SSD was only a chapter in the PDR
(submitted on 21 April, 2015)



EUSO —  
Extreme Universe  
Space Observatory

27

The Extreme Universe
Space Observatory on-

board the Japan 
Experiment Module 

(JEM) of the ISS

Heritage of the ESA EUSO study

2001- 2004



A glimpse at the “origins”
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A glimpse at the “origins”

Original proposal for ESA F2/F3, submitted January 2001 

Original proposal for ESA F2/F3,  
submitted January 2001

A glimpse at the “origins”

Original proposal for ESA F2/F3, submitted January 2001 



Technique: fluorescence from space

J. Linsley Y. Takahashi
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330 − 400 nm,  UV
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Figure 1: Left: Illustration of UHECR observation principle in the JEM-EUSO mission.
For the telescope at H0 ∼ 400 km altitude, the main signals are fluorescence photons along
the EAS track and Cherenkov photons diffusely reflected from the Earth’s surface. Right:
Components of the photons at the detector pupil for standard EAS with E = 1020eV and
θ = 60◦ as simulated by ESAF (see Section 5).

resolution of 0.074◦. The FS detector converts the photons into electric pulses104

with ∼2 ns width, which are counted by the electronics in Gate Time Unit105

(GTU) of 2.5 µs. A typical night-glow background of 500 photons m−2 sr−1
106

ns−1, as reported later in the text, corresponds to ∼ 1.1 photoelectrons GTU−1
107

per pixel.108

The orbit of the ISS has an inclination 51.6◦ and H0 can range between 278109

km and 460 km according to the operational limits [24]. The sub-satellite speed110

of ISS and the orbital period are ∼ 7 km s−1 and ∼ 90 min, respectively. Apart111

from effects by orbital decay and operational boost-up, the ISS motion can be112

approximated as a circular motion. Among these elements, H0 is variable on113

long-time scale. In the present work, we assumed H0 = 400 km as a reference114

and constant value.115

The observation area of the Earth’s surface is essentially determined by the116

projection of the FoV seen by the PDMs aligned on FS. The FoV of the optics is117

estimated by means of ray trace simulations [17, 25]. The area where incoming118

photons are effectively focused is within the region observed by the outer most119

PDMs.120

Figure 2 shows the FoV of the entire optics (solid curves) and those of PDMs121

(dashed curves) for the case when the ISS is located above the central Italy at122

H0 = 400 km. The background in the figure represents the annual average123

intensity of light pollution measured by DMSP satellite (see the next section for124

7

L. Scarsi

Aims 

• Physics and Astrophysics at E>5×1019 eV 

• Highest statistics, thus largest exposures at  
extreme energies E ≈1020−21eV with  
uniform coverage

• „Lower energies“ (E < 5×1019 eV) important for  
overlapping with current generation  
observatories with significant statistics… 

• Perform anisotropy studies with UHECRs,  
and study the evolution of anisotropies  
with energy ⇒ flux, cut-off, angular size...

• Identify sources in the sky and study  
their spectra

• Constrain the composition of  
the UHECRs at the highest energies 

29

JEM-EUSO onboard of ISS

Will NOT be onboard of ISS in 2017



Near term program
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• EUSO Balloons  
(First flight completed,  
New flights In preparation,  
Superpressure balloons) 

• MINI-EUSO  
(on the ISS, approved  
by ROSCOSMOS and ASI)

• EUSO-TA (On-ground, operating)

• TUS (In space,  
operating, UV light, aurora)

EUSO-Balloon: was launched on August, 24 2014 from Timmins, (Canada)

launch  0:53 UT

Sudbury

Lake Huron

splashdown 8:59 UT

termination 8:20 UT

float  3:43 UT

Sault Ste. Marie

Timmins 

100 km

the ballon track (yellow) and helicopter path (red)EUSO Balloon first flight (led by CNES)

• Test the key technologies and 
techniques for EUSO 

• Test the EUSO EM

• Measure the background UV 
levels

• Search for background events 
that  mimic air showers

• Detect the fluorescent signals 
of air showers from near space 
for the first time 

EUSO-Balloon

located at Black Rock Mesa FD Station
– Electron Light Source at 100m
– Most nearby SD is at ~3.5 km
– Central Laser Facility ~21km

Pathfinders: EUSO-TA

TA	FD
(Fluorescence	

detector)

ELS:	Electron	
Light	Source

TA-EUSO	
location

TA site, UTAH, Black Mesa

EUSO-TA: Cross-
Calibration tests at the 
Telescope Array site in 
Utah in collaboration with 
the ICRR in Tokyo and the 
TA collaboration

EUSO-TA is currently 
successfully operating 
taking a wealth of data



KLYPVE-EUSO
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2014 development: KLYPVE-EUSO

Improved version of the 
KLYPVE mission

Hosted onboard the Mini 
Research Module-1 module of 
the ISS Russian segment

The KLYPVE study is led by 
MSU and ROSCOSMOS

The study passed the 
preliminary design stage (pre-
phase A study)

Technical Requirements have 
been defined. 

KLYPVE study is led by MSU and ROSCOSMOS

In 2014: 

• Improved version of the KLYPVE mission

• Hosted onboard the Mini Research  
Module-1 module  
of the Russian ISS segment

• The KLYPVE study is led by MSU  
and ROSCOSMOS

• The study passed the preliminary  
design stage (pre- phase A study)

• Technical Requirements have  
been defined.

(ESAF) simulations on the exposure

Signal is brighter than in EUSO, the Expected annual 
exposure is about 2 times PAO‘s one



EUSO-FF

• Proposal to be submitted to ESA in  
response of the Announcement of Opportunity 
for the fifth cycle (M5) of medium missions  
of the Programme “Cosmic Vision 2015-2020”.

• Submission is early October 2016.

• Ariane 6 Fairing limiting factor.

• Refractive and reflective optics  
considered.

32

EUSO-FF Science Requirements 

Parameter Requirement value
Exposure at 100 EeV* 106 km2 sr yr

at 50 EeV* 0.5 �106 km2 sr yr
Angular res. at 50 EeV ≤5�

at 200 EeV ≤2�
Energy res. at 50 EeV ≤30%

at 100 EeV ≤20%
**Xmax res. ≤100 g/cm2

***<Xmax> res. at 50 EeV ≤20 g/cm2

at 100 EeV ≤30 g/cm2

*For events which can be used for anisotropy studies 
**For photon and neutrino discriminations 
*** Determination of the average logarithmic mass 

More challenging than EUSO or JEM-EUSO since it will fly 2029!

1 ML
0.5 ML

Exposures: refractive and reflective 

Reflective optics Refractive optics 

h=650 km, lifetime 6 years 

Reflective optics                            Refractive optics

h=650 km,  
lifetime 6 years



Hadronic interactions:  
Extrapolation and  
LHC Results

33

Source of uncertainties: 

• extrapolation to higher energies

• extrapolation from p-p to p-Air and pi-Air  
(currently main source of uncertainty)

Need to better take into account  
recent LHC results:

• hard scale saturation

• collective effects in  
small systems

• detailed diffractive  
measurements

• particle correlations

⇒ EPOS 3  
⇒ QGSJETxxx

T. Pierog, KIT - 8/20ISVHECRI – August 2016

Extrapolation and LHC Results 

Source of uncertainties : extrapolation

to higher energies

strong constraints by current LHC data

from p-p to p-Air and pi-Air

current main source of uncertainty

Needs to better take into account last 
LHC results :

hard scale 
saturation

collective effects in 
small system

detailed diffractive 
measurements

particle correlations 

EPOS 3

QGSJETxxx T. Pierog, KIT - 8/20ISVHECRI – August 2016

Extrapolation and LHC Results 

Source of uncertainties : extrapolation

to higher energies

strong constraints by current LHC data

from p-p to p-Air and pi-Air

current main source of uncertainty

Needs to better take into account last 
LHC results :

hard scale 
saturation

collective effects in 
small system

detailed diffractive 
measurements

particle correlations 

EPOS 3

QGSJETxxx

T. Pierog, KIT - 8/20ISVHECRI – August 2016

Extrapolation and LHC Results 

Source of uncertainties : extrapolation

to higher energies

strong constraints by current LHC data

from p-p to p-Air and pi-Air

current main source of uncertainty

Needs to better take into account last 
LHC results :

hard scale 
saturation

collective effects in 
small system

detailed diffractive 
measurements

particle correlations 

EPOS 3

QGSJETxxx
T. Pierog, KIT - 9/20ISVHECRI – August 2016

Extrapolation and LHC Results 

Source of uncertainties : extrapolation

to higher energies

strong constraints by current LHC data

from p-p to p-Air and pi-Air

current main source of uncertainty

Needs to better take into account last 
LHC results :

hard scale 
saturation

collective effects in 
small system

detailed diffractive 
measurements

particle correlations 

EPOS 3

QGSJETxxx



Pre-LHC models: Xmax
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T. Pierog, KIT - 11/20ISVHECRI – August 2016

EAS with Old CR Models : X
max



Post-LHC models: Xmax

35

T. Pierog, KIT - 12/20ISVHECRI – August 2016

EAS with Re-tuned CR Models : X
max



T. Pierog, KIT - 13/20ISVHECRI – August 2016

Tests using hydrogen atmosphere

Work done with David D'Enterria (CERN) and Sun Guanhao

test of Pythia event generator

Modified air shower simulations with air target replaced by hydrogen

for interactions only (no change in density)

no nuclear effect
Tests using hydrogen atmosphere

36

Test of Pythia event generator
David D'Enterria (CERN), Sun Guanhao and Tanguy Pierog

Modified air shower simulations  
with air target replaced by hydrogen 
for interactions only  
(no change in density)  
⇒  no nuclear effect

Strong effect of nuclear target on 
model predictions !

(cross section, absorption in target, 
diffraction, saturation scale, collective 
effects …)

Main source of uncertainty for first interaction and thus Xmax



Hadronic interactions — Muon problem
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Hadronic Interactions
muon number:

680 700 720 740 760 780 800 820
⟨Xmax⟩ / g cm−2

0.0

0.2

0.4

0.6

0.8

1.0

⟨l
n
R

µ
⟩

Auger
data

p

He

N

Fe

E = 1019 eV, θ = 67◦EPOS LHC

QGSJet II-04

QGSJet II-03

QGSJet01

Pierre Auger Collaboration, PRD91 (2015) 3, 032003

MC energy scale:

Telescope Array Collaboration, UHECR14 Symposium

15/27
T. Pierog, KIT - 15/20ISVHECRI – August 2016

Momentum Fraction π+C

Harder spectra in QGSJETII-04

π+C 158 GeV
low and 
Intermediate 
energies (5 TeV lab 
here)

important for muon 
production in EAS

still very different 

behavior in π 
interactions

large difference 
for forward baryon 
production

large discrepancy 
for ρ0 production 

in π-A
Room for improvement on muon production. NA61 data on 
baryon prod. and midrapidity prod. needed to fix models.

Large discrepancy for ρ0 production in π-A

Room for improvement on muon production

Test with p-O@LHC ?  
LHCf@LHCb with SMOG (fixed target p-A and (π-A) at 6.5 TeV !)

Smart centrality selection in p-Pb (and LHCf+ATLAS or CMS+TOTEM) ...

NA61: A. Herve @ ICRC 15



Summary
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• Support initiatives such as  
„Physics beyond colliders“

• Extension of existing array by factor 4 

• Clarify nature of the hotspot by 2020  

• Upgrade of detector array  
to be operated 2017 – 2025

• Similar event statistics as collected so far 

• Composition up to highest energies,  
anisotropy studies

• Study of had. interactions (muon counting)

• 2 paths into the future: 

• EUSO-FF

• KLYPVE EUSO

Physics reach: mass sensitivity & discrimination of scenarios

Illustration with two 
benchmark scenarios

7

2.2. OPEN QUESTIONS AND GOALS OF UPGRADING THE OBSERVATORY 15
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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• Extension of existing array by factor 4 

• Clarify nature of the hotspot by 2020  

• Upgrade of detector array  
to be operated 2017 – 2025

• Similar event statistics as collected so far 

• Composition up to highest energies,  
anisotropy studies

• Study of had. interactions (muon counting)

• 2 paths into the future: 

• EUSO-FF 

• KLYPVE EUSO

• Support initiatives such as  
„Physics beyond colliders“ 

Physics reach: mass sensitivity & discrimination of scenarios

Illustration with two 
benchmark scenarios
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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Figure 2.10: Examples of fluxes of different mass groups for describing the Auger spectrum and
composition data. Shown are the fluxes of different mass groups that are approximations of one
maximum-rigidity scenario (left panel) and one photo-disintegration scenario (right panel). The col-
ors for the different mass groups are protons – blue, helium – gray, nitrogen – green, and iron –
red. The model calculations were done with SimProp [30], very similar results are obtained with
CRPropa [29].

this model the all-particle flux consists mainly of extragalactic protons at all energies higher
than 1018 eV. The suppression of the spectrum at the highest energies is attributed solely
to pion-photoproduction. Fig. 2.1 (right) shows the best fit of this model to the Auger flux
data; it shows that a maximum injection energy much higher than 1020 eV is only marginally
compatible with the Auger data within the systematic uncertainties. A source cutoff energy
just below 1020 eV would improve the description of the spectrum data. Such a low source
cutoff energy would also imply that part of the observed suppression of the all-particle flux
would be related to the details of the upper end of source spectra. And, of course, new par-
ticle physics would be needed to describe the Xmax data with a proton-dominated flux.

Representative examples of descriptions of the latest Auger flux data within the maximum-
rigidity and photo-disintegration models are shown in Fig. 2.10. A numerical fit was made to
optimize the description of the all-particle flux and the Xmax distributions in the different en-
ergy intervals. For sake of simplicity we have assumed homogeneously distributed sources
injecting identical power-law spectra of energy-independent mass composition. The index
of the injection power law, the maximum energy of the particles injected by the sources, and
the source composition were free parameters. Even after accounting for the systematic un-
certainties, it is difficult to obtain a satisfactory description of the flux and composition data
of the Auger Observatory with these approximations. The best description is obtained for
a hard source spectrum dN/dE ⇠ E�1 and a low cutoff energy of Ecut ⇠ 1018.7 eV for pro-
tons at the source. The cutoff energies of the other primaries are taken to scale in proportion
to their charge. This parameter set corresponds to a good approximation to a “maximum-
rigidity scenario.” A somewhat better description of the Auger data, in particular the Xmax
fluctuations at high energy, can be obtained if an additional light component is assumed to
appear in a limited energy range.

The quality of data description is shown in Fig. 2.11 as function of the two-dimensional
parameter space of the injection index and maximum proton energy. There is a wide range
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