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Outline 

>  Since 2008 : Formation of the DPHEP Study Group 
§  Assessing the landscape, defining the problem 

§  The last generation of HEP experiments.. what lessons have we learned? 
 

>  Since 2014 : The DPHEP Collaboration and the LHC era 
§  Moving forward, the mandate and the “2020 vision”  

§  Current activities of the LHC experiments 
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Experimental particle physics in the collider era 

>  A wide variety of physics results from 
many, often very different experiments 

 

>  Energy frontier probed with increasingly 
complex accelerator installations 
§  From single room colliders in the late 1950s to 

installations measured in 10s of kilometres 

§  Results from newer experiments typically, but 
not always, supersede those of similar older ones  

 

>  Growth in size of the international 
collaborations, increase in the diversity of 
the data management 

 

>  We are now in the age of the LHC 
§  Belle 2, HL-LHC, and other projects such as the 

ILC or the next e-p/A collider are to come 
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The start of the 21st century: the end of several experiments 

HERA, DESY, 30 June 2007 

LEP, CERN, 2 November 2000 

PEP-II, SLAC, 7 April 2008 

KEKB, KEK, 30 June 2010 

The Tevatron, Fermilab, 30 September 2011 
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What do you do when the collisions have stopped ? 

>  Finish the analyses! But then what do you do with the data? 
§  Up until recently, there was no clear policy on this in the HEP community 

§  In the main, older HEP experiments have simply lost the data 

>  Data preservation, including long term access, is generally not part of the 
planning, software design or budget of an experiment 
§  Again, up until recently, HEP data preservation initiatives have been in the main not planned 

by the original collaborations, but rather the effort a few knowledgeable people 

§  The now infamous example is the recovery of the unique JADE data taken at DESY 
1979-86, which led to the discovery of the gluon. That data is still being analysed today 

  

 

  

Page 5 
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What do you do when the collisions have stopped ? 

§  “We cannot ensure data 
is stored in file formats 
appropriate for long term 
preservation” 

§  “The software for 
exploiting the data is 
under the control of the 
experiments” 

§  “We are sure most of the 
data are not easily 
accessible!” 

  

 

  

>  The conservation of tapes is not data preservation! 
Some quotes from computer centres in 2010: 
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An important question: What is HEP data? 

Digital information 
The data themselves, 
volume estimates for 
preservation data of the  
order of a few to 10 PB 
for pre-LHC experiments. 
Other digital sources such 
as databases to also be 
considered  

Expertise and people 

Documentation 
Internal publications, 
notes, manuals, slides 

Publications  

Software 
Simulation, 
reconstruction, 
analysis, user, in 
addition to any 
external 
dependencies 

Meta information 
Hyper-news, messages, 
wikis, user forums.. 
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Issues and difficulties concerning HEP data preservation 

>  The experiments are generally interested in the here and now 
§  Up until recently the issue of data preservation was not really considered at the LHC 

 

>  Handling HEP data involves large scale traffic, storage and migration 
§  The distribution of HEP data and evolving access methods may complicate the task 

>  Who is responsible for the data? The experiments? The computing centres? 
§  Problem of older, unreliable hardware: unreadable tapes after 2-3 years 

 

>  The software is often very complex, multi-layered and distributed 
§  Infrastructure, versioning, compatibility vary considerably over the lifetime of the experiment 

 

>  Key resources, funding and expertise, decrease after data taking stops 
 

>  And importantly: Who says we want to do all this anyway ? 

§  Is the potential benefit really worth the cost and effort? And how much does it cost? 
§  Can the relevant physics cases be made? 
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DPHEP: An international Study Group on data preservation 

>  First contacts established 2008, endorsed as an ICFA panel 2009 
§  Group has grown to over 100 contact persons 

§  Initial make up of the group was driven by the coincidence of the end of data taking at 
several large colliders – SLAC, HERA, Tevatron 

§  Has since grown to include many others including the LHC experiments from 2011 
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DPHEP: An international Study Group on data preservation 
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DPHEP: An international Study Group on data preservation 
 

>  Series of DPHEP workshops held 2009-2012 

>  Initial findings published in a short interim report, published December 2009 

>  Full report of the activities of the DPHEP Study Group, published May 2012 
§  Tour of data preservation activities in other fields 

§  An expanded description of the physics case 

§  Defining and establishing data preservation principles 

§  Updates from the experiments and joint projects 

§  FTE estimates for these and future projects 

§  Next steps to establish fully DPHEP in the field 
arXiv:1205.4667 

Jan 2009: DESY      May 2009: SLAC     Dec 2009: CERN         Jul 2010: KEK      May 2011: Fermilab   Nov 2012: CPPM 
 

Page 11 
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Building the physics case: Reasons to preserve HEP data  

>  Long term completion and extension of an existing physics program 
§  Up to 10% of papers are finalised in the “archival mode” 

§  Gain in scientific output of the experiments 
 

>  Cross-collaboration and combinations of physics results 
§  During the active lifetime of similar experiments at one facility: LEP, HERA, TeVatron 

§  And later across larger boundaries: Belle/BaBar, TeVatron/LHC 
 

>  Revisit old measurements or perform new ones 
§  Access to newly developed techniques, comparisons to new theoretical models 

§  Unique data sets available in terms of energy, initial states 
 

>  Use in scientific training, education, outreach 
§  Simplified formats: associated exercises to perform e.g. composite-particle 

reconstruction, finding signals in the background, ... 
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Examples: Revisit old measurements or perform new ones 

1989 2009 

>  Access to newly developed techniques, 
comparisons to new theoretical models 
§  History may be repeated with the HERA αs measurements 

>  Unique data sets are available in terms of initial 
state particles and energy  
§  If no LHeC or alternative, HERA e±p data are all we have 

§  Tevatron pp are also unique: AFB, high-x jets, ... 

§  Fixed target experiments, others, ... 

- 
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DPHEP data preservation levels 
 

>  So called “levels of data preservation” defined by the DPHEP Study Group 
now common language in high energy physics 

>  Originally idea was more of a progression, almost like an inclusive level 
structure, but now seen as complementary initiatives 

>  Three levels representing three areas: 
§  Documentation, Outreach and Technical Preservation Projects 

 

>  Now as an example a few highlights from the data preservation efforts 
carried out at DESY 

Preservation Model Use Case 

1 Provide additional documentation Publication related info search Documentation 

2 Preserve the data in a simplified format Outreach, simple training 
analyses Outreach 

3 Preserve the analysis level software and data format Full scientific analysis, based on 
the existing reconstruction Technical Preservation 

Projects 
4 Preserve the reconstruction and simulation software 

as well as the basic level data   
Retain the full potential of the 
experimental data 
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1992-2007: Hadron-Electron Ring Accelerator (HERA) @ DESY 
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>  The world’s only electron-proton collider, 
collisions at H1 and ZEUS 1994-2007 

>  Precise picture of the proton, crucial 
measurements for hadron colliders 

>  Many other unique physics measurements 

1992-2007: Hadron-Electron Ring Accelerator (HERA) @ DESY 
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DP @ DESY: Documentation 

>  Successful collaboration 
between INSPIRE, the 
experiments and the 
DESY Library 

>  Digital documentation 
such as web-pages 
revised, reduced and 
streamlined for future use 

>  Lots of effort done sorting 
the vast amount of non-
digital documentation 
§  Many new (re-)discoveries 

along the way 

>  Work possible only by key 
people with the right 
expertise and necessary 
experience Page 16 
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DP @ DESY: Data for preservation and archival storage 

>  Deciding which data (and MC) are needed for the long term depends on the 
preservation model assumed: Remember “level 4” goes back to the raw data 

>  Final production version of HERA data for preservation only completed in 
2013, a full 6 years after data taking stopped! 

>  Estimates for the final HERA DPHEP 
dataset volume (including MC samples): 
§  Two tape copies and an “always online” 

(disk-based) component 

§  Data which should be archived, but not 
online all the time re-packed into larger files  

§  Costs not prohibitive on data volume basis 

>  Dedicated system too costly in both hardware and support required 
§  All collaborations use dCache for mass storage and this system will continue at DESY-IT for 

the LHC, photon-physics and others. Natural solution for DPHEP dataset 

§  Changes “transparent” for user, but relies on IT support 

Expt Online (TB) Total (TB) 
H1 250 500 

ZEUS 250 250 

HERMES 100 300 

Total 600 1050 

Different strategies visible 

Page 17 
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>  Fairly early on, H1 and HERMES 
decided to try to migrate their 
software for as long as possible 
rather than freezing the current 
data and environment 

 

>  Briefly: The idea of the sp-system is 
to help perform migrations to newer 
software versions and environments, where transitions are performed 
often and validated by a comprehensive set of tests provided by the expts  
§  Idea is not to run analysis within the system itself 

§  The output of such a system is a recipe for deployment on (future) external resource(s) 

§  Future analysis resources maybe local batch farm, grid, cloud, whatever 
 

>  Ambitious project, which showed what may be possible with enough effort 
§  Due to available resources and changes in personnel, the implementation was slower 

than expected and system could not be fully deployed 

§  Still facilitated the transition from SL5 (32 bit) to SL6 (64 bit) 

DP @ DESY: Software preservation & validation: sp-system!
arXiv:1310.7814 

Page 18 
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Slide credit: A. Geiser (ZEUS/DESY) >  Motto: keep it simple! 
§  Flat (simple) ROOT-based ntuple 

(same format as PAW ntuple converted 
with h2root) containing high level objects 
(electrons, muons, jets, energy flow 
objects, …) as well as low level 
objects (tracks, CAL cells, …) 

 

>  Well tested! 
§  Almost all recent ZEUS papers based on 

Common Ntuples 

 

>  Easy to use 
§  Several recent ZEUS papers based on results produced by Master students from 

remote institutes, using resources at DESY 

§  PhD students can produce a ZEUS paper within only a fraction of their PhD time 
(e.g. ~6 months - 1 year) 

 

>  Parallel, fall back solution for H1 and HERMES when software 
migration restricted or no longer possible  

DP @ DESY: Common Ntuples (ZEUS)!

Page 19 
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Lessons learned from DP@DESY applicable to LHC and beyond 

•  The physics output tail seen by LEP also became true for the experiments at HERA, where 
there is much physics output in the years after data taking stopped 

•  In addition, the final data for preservation is not ready immediately after data taking 
•  Data volume, when the final data are available, may not be such a decisive issue 

Summary for HERA from final DPHEP Workshop, January 2014 
Page 20 
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•  The physics output tail seen by LEP also became true for the experiments at HERA, where 
there is much physics output in the years after data taking stopped 

•  In addition, the final data for preservation is not ready immediately after data taking 
•  Data volume, when the final data are available, may not be such a decisive issue   
 
•  Getting all of the data for preservation to the same level is quite some work but absolutely 

necessary: OS, software version (in house and external), calibrations, methodologies.. 
•  This should be started as soon as possible (H1 HERA-1 took 3 years to get 3 months of work)  

Lessons learned from DP@DESY applicable to LHC and beyond 

Summary for HERA from final DPHEP Workshop, January 2014 
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necessary: OS, software version (in house and external), calibrations, methodologies.. 
•  This should be started as soon as possible (H1 HERA-1 took 3 years to get 3 months of work)  

•  Best to avoid dedicated material solutions: use what’s currently available. And who knows 
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for an experiment as soon data taking stops. Budgets become much tighter towards the end, 
competing with other projects that are just beginning 

•  Don’t start too late, projects should be well in place before data taking ends 
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Page 20 



David South  | Data Preservation in High Energy Physics | HAP Workshop, 22 September 2016 |   Page 27 

•  The physics output tail seen by LEP also became true for the experiments at HERA, where 
there is much physics output in the years after data taking stopped 

•  In addition, the final data for preservation is not ready immediately after data taking 
•  Data volume, when the final data are available, may not be such a decisive issue   
 
•  Getting all of the data for preservation to the same level is quite some work but absolutely 

necessary: OS, software version (in house and external), calibrations, methodologies.. 
•  This should be started as soon as possible (H1 HERA-1 took 3 years to get 3 months of work)  

•  Best to avoid dedicated material solutions: use what’s currently available. And who knows 
what this may look like in the future, so keep as generic and flexible as possible! 

 
•  There is a great reduction in person power (and available expert knowledge) as well as funding 

for an experiment as soon data taking stops. Budgets become much tighter towards the end, 
competing with other projects that are just beginning 
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•  Don’t start too late, projects should be well in place before data taking ends 
•  Don’t underestimate the required person-power: for funding or practical reasons 
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Moving on to the present: The Large Hadron Collider @ CERN 
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Four experiments with some large detectors.. 

15 x 15 x 15 m3 

12,500t = 2500 x  

22 x 22 x 45 m3 

7,000t = 1400 x  

Page 22 
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..which will record A LOT of data 

Page 23 

>  Reminder: 100TB per LEP experiment, 1-10PB for 
experiments at the HERA collider at DESY, the 
TeVatron at Fermilab or BaBar experiment at SLAC 

>  The LHC experiments are already in the several 
hundred PB range (x00PB)  

>  This will increase to 10EB or more including the 
High Luminosity upgrade of the LHC (HL-LHC) 

 

>  It’s also worth noting that we throw away the vast 
majority of the events at 
the very first opportunity, 
which allows us to write 
out those we want to keep 
§  ATLAS high level trigger 

writes out at up to 1 kHz  

Source: https://visual.ly/how-much-petabyte 

LHC has bunch crossings every 
25ns, i.e. a rate of 40 MHz  
 
HL-LHC pile-up of 78, would 
mean 3 billion events every 
second! Simulation 
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DPHEP has made the transition to a Collaboration 

>  Following on from the activities of the Study Group, the DPHEP 
Collaboration Agreement was signed in 2014 by the initial partners: 
CERN, DESY, HIP (Finland), IHEP (China), IN2P3, IPNS (Japan), MPP 
§  Additional partners from the Study Group intending to join: 

BNL, CSC (Finland), FNAL, IPP (Canada), INFN, SLAC, STFC,… 

 

>  First Collaboration Meeting at CERN, and Collaboration Board, June 2015 
§  Just to note: At this point, this all may like seem an obvious need.. but a few years ago such 

cooperation between experiments, labs, groups was simply not there 

Page 24 
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The road forward for DPHEP 

>  Attempting to learn from those lessons of the pre-LHC 
experiment, a "2020 vision” is established in a new publication, declaring:  
§  All archived data described in the 2012 DPHEP publication, as well as LHC data, should be 

easily findable and fully usable by the designated communities with clear (open) access 
policies and possibilities to annotate further;  

§  Best practices, tools and services should be well run-in, fully documented and 
sustainable; built in common with other disciplines, based on standards;  

§  There should be a DPHEP portal, or portals, through which data / tools accessed;  

§  Clear targets & metrics to measure the above should be agreed between funding 
agencies, and the experiments 

 

>  For the LHC experiments, this is being formalised as Data Management 
Plans, “DMPs”, following advice from funding agencies, where: 
§  The DMP should describes how data generated through the course of the proposed 

research will be shared and preserved or explains why data sharing and/or preservation 
are not possible or scientifically appropriate 

§  The DMP should also describe how data sharing and preservation will enable validation of 
results, or how results could be validated if data are not shared or preserved  

Page 25 

arXiv:1512.02019 
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Result: The LHC experiments are active in data preservation! 

>  All LHC experiments are now very active in this field, and taking ATLAS as 
an example, the collaboration has produced over the last few years: 
§  A policy document outlining the general principles of data preservation for ATLAS: 

the data themselves, data formats and reproducibility of physics results has been prepared. 
This in particular I think is a major achievement of DPHEP 

§  A note outlining the requirements for preserving ATLAS data for use by ATLAS 

§  A policy document on data access rules, based on the DPHEP preservation levels 

§  A note outlining datasets for outreach purposes and open access 

§  An ATLAS mandate for analysis preservation 

>  where much of this work is in collaboration with other experiments / CERN-IT 
 

>  For the last few minutes I want to talk a little about the two currently most 
active areas of the LHC experiments, both in collaboration with CERN-IT: 
§  Open access to LHC data 

§  Analysis preservation 

Page 26 
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CERN Open Data Portal 
http://opendata.cern.ch/ 

Page 27 
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CERN Open Data Portal 
http://opendata.cern.ch/ 
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CERN Open Data Portal 
http://opendata.cern.ch/ 
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CERN Open Data Portal 
http://opendata.cern.ch/ 
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CMS Open Data 

>  Hosted directly in the CERN portal, CMS has actually released up to “level 
3” data, the same AODs used in analysis 
§  Nov 2014: half of 2010 pp collision data at √s = 7 TeV released, 27 TB in size 

§  April 2016: half of 2011 pp collision data at √s = 7 TeV released, 100 TB in size, 
together with 200 TB of Monte Carlo samples 

>  Datasets maybe visualised using an 
interactive event display  

>  Examples provided with detailed 
instructions, e.g. produce the di-muon 
spectrum from a CMS 2010 dataset 
http://opendata.cern.ch/record/560 
§  Results from open data comparable to 

those in the CMS publication 

Page 28 
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ATLAS Open Data 

>  Initial focus: undergraduate and postgraduate students (but eventually to 
expand target audience) 
§  Activities from visualizations, 

to web analysis, to more 
complex analysis 

§  Also provides a “Open Data 
Community” for users to 
interact within and share 
their experiences 

>  Fraction of ATLAS 2012 
√s = 8 TeV data released, to be followed by 13 TeV soon 

>  Example: Understanding Z bosons   

Page 29 

http://atlasopendata.web.cern.ch 
(currently linked from the CERN Open Data Portal) 

Excellent ICHEP 2016 talk on LHC Open data: 
http://indico.cern.ch/event/432527/contributions/2205592/attachments/  
1321257/1981477/mccauley-opendata-ichep2016.pdf
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Analysis preservation 

>  A relatively new concept and initiative 

>  It is clearly desirable to be able to “preserve an analysis” for the future, to 
fully encapsulate what was done at the time into an easy to understand 
and deploy package for the host collaboration 
§  What is not primarily understood as Analysis Preservation is the fully flexible, level 3 or 4 

data preservation programme, or the release of the data/software for use by non-
collaboration members 

 

>  There are many identified reasons to do this, including: 
§  To address concerns about published analyses, internal or otherwise 

§  To assist in knowledge transfer if a person leaves the collaboration and has to hand over 
the know-how to other members To compile a comprehensive set of metadata concerning a 
presentation or publication which is to be submitted for internal review  

§  To allow an existing analysis to be reinterpreted for a new model 

§  To allow an existing analysis to be repeated, which may be desirable due to improved 
precision, combination with new data, interaction with theory 
 

Page 30 
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Analysis preservation: The CAP 

>  There are two complementary strategies to analysis preservation 
§  To capture in as much detail as possible a description of the analysis, to provide the 

possibility to recreate the analysis, and thus reproduce and/or re-use the analysis  

§  Encapsulating the actual code and workflow that was used for the analysis organised so 
that it can be re-run exactly as before, to faithfully reproduce the analysis and provide 
opportunities for reinterpretation  

 

>  Here again CERN-IT is providing central infrastructure to all LHC 
experiments, via the CERN Analysis Preservation (CAP) portal 
§  The work of the experiments 

is to identify all of the many 
resources holding information 
about an analysis 

§  The work of CERN–IT revolves 
around being able to talk to those 
many resources and to design an 
interface applicable to the 
workflow of the experiments 
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Analysis preservation: A sneak preview of the CAP 

Page 32 



David South  | Data Preservation in High Energy Physics | HAP Workshop, 22 September 2016 |   Page 44 

Analysis preservation: A sneak preview of the CAP 

Page 32 



David South  | Data Preservation in High Energy Physics | HAP Workshop, 22 September 2016 |   Page 45 

Analysis preservation: A sneak preview of the CAP 

Page 32 



David South  | Data Preservation in High Energy Physics | HAP Workshop, 22 September 2016 |   Page 46 

Summary 
>  The DPHEP Collaboration is now well established in high energy physics 

>  The early experiences of the pre-LHC experiments in the DPHEP Study Group phase were 
crucial in shaping the recommendations for present and future experiments 

>  There is now much activity at the LHC in a diverse range of areas concerning data 
preservation, analysis preservation and providing open access to the data themselves 

>  The main message is that it is never early to consider data preservation: early planning is 
likely to result in cost savings that may be significant 

§  Furthermore, resources (and budget) beyond the data-taking lifetime of the projects must be 
foreseen from the beginning 

>  Align with the overall strategy and even implementation of other data preservation activities at 
your institute / laboratory or globally 

>  Adopt mainstream and supported technologies wherever possible 

>  Understand the target communities for your data preservation activities, the use cases and the 
expect benefits and outcomes 

>  Try to understand the costs – in particular those that are specific to your collaboration (and not 
“external” – e.g. host laboratory bit preservation services) 
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EXTRAS 
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DP @ DESY: Governance, open access and outreach 

>  H1 collaboration moved to a new  
management model in July 2012 
§  Formation of H1 Physics Board, to replace 

Collaboration Board (institute based) 

§  Future author list policies also set down in new 
constitution approved by collaboration  

>  ZEUS and HERMES management teams retain same model as before, 
but similarly to H1 the collaborating institute layer is now removed 
§  Remaining physics ZEUS working groups consolidated to a single physics group 

>  Open access still to be considered 
and/or defined by the HERA experiments 

>  Outreach is a great idea, but was not 
possible without dedicated resources 
§  Already dropped in 2011 table shown earlier 

§  Ideas existed, but nothing concrete came of it 
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What about LHC 900 GeV and 2.32 TeV data? 7 TeV data? 

>  Early LHC measurements made using data 
at a unique centre of masses 

>  Is the 35 pb-1 of 2010 low pile up 7 TeV data safe? 

>  What happens to Run 1 data when the 14 TeV collisions come? Hopefully not 
something like what happened at the TeVatron.. 
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Transition scenario and resources at the experimental level 

Cost estimates represent typically much less than 
1% of the original investment 
 
Scientific return: O(10%) in number of publications 
 

>  Planning the transition to a long term analysis model 

>  R&D phase needed to develop 
the projects for the transition 

>  Long term custodianship of the 
physics data 

 

>  Resources / experiment 

§  Typically a surge of 2-3 FTEs for 
2-3 years, followed by steady  
0.5-1.0 FTE per experiment/lab 

§  This should be compared to 
300-500 FTEs for many years per 
experiment! 
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Long term completion of the physics programme 

>  Similar publication tails predicted by the BaBar, H1 and ZEUS 
experiments, taking into consideration the plans for data preservation 
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Long term completion of the physics programme 

>  The publication tail of LEP is long, with new papers still appearing 

>  Well over 300 papers produced since the end of collisions in 2000 

>  Recent analysis of LEP data gave unique limits on a novel Higgs model 

>  Similar, if not longer publication tails predicted by the BaBar, H1 and ZEUS 
experiments, after taking into consideration the plans for data preservation 
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Cross-collaboration combinations of physics results 

>  Combination of data from multiple 
experiments to produce new scientific 
results 
§  Improved precision 

and increased 
sensitivity 

 

>  Comparison of 
experimental results 
§  Complimentary 

information from 
different physics 

§  Verification of 
experimental 
observations   

>  Both objectives facilitated by data preservation 
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H1 Theses 

>  Since October 2010, 106 H1 theses discovered not previously known to 
the collaboration; 18 since this summer, latest ones only last week 

>  Scanning and linking these to the official H1 pages is given high priority  

>  Currently, of the 892 known H1 theses 197 are not available in 
electronic form: ~ 22% not available to the H1 community! 
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Documentation projects with INSPIRE 

>  Internal notes from all HERA experiments now available on INSPIRE 
§  Experiments no longer need to provide dedicated hardware for such things 

§  Password protected now, simple to make publicly available in the future 
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Documentation projects with INSPIRE 

>  The ingestion of other documents is under discussion, including theses, 
preliminary results, conference talks and proceedings, paper drafts, ... 
§  More experiments working with INSPIRE, including CDF, D0 as well as BaBar 

>  Internal notes from all HERA experiments now available on INSPIRE 
§  Experiments no longer need to provide dedicated hardware for such things 

§  Password protected now, simple to make publicly available in the future 
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INSPIRE: Paper histories 

H1 internal 

>  Envisage an additional link for H1 members only 

>  Provides additional information such as 
preliminary results, earlier draft versions and 
documentation from the publication procedure 
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INSPIRE: Paper histories 

H1 internal 
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HERA data for preservation 

Final data reprocessing to mDST completed in 2009 
>  Basic preserved data format: ROOT based “Common Ntuples” 
>  Ultimately RAW, MDST data and MC removed from robots, keep only cNuptles 
>  Final production of data/MC cNuptles started, to be completed early 2013 

 
Final reprocessing (DST-7) of HERA II data in 2009, HERA I done in 2012 
>  Final version of common analysis software environment + files, H1OO also done 
>  Preserve RAW data, as well as DST-7 and H1OO 4.0 versions 
>  Large MC production of up 2.109 events / year, preserved MC sets to be decided 

Final data and MC production completed in 2012 
>  Main format for analysis is the mDST, this is the one to be preserved 
>  Importantly for HERMES, all data/MC productions now moved to dCache 

                                                                         Dialogue with DESY machine 
                                                                         group concerning their HERA data 
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Final data reprocessing to mDST completed in 2009 
>  Basic preserved data format: ROOT based “Common Ntuples” 
>  Ultimately RAW, MDST data and MC removed from robots, keep only cNuptles 
>  Final production of data/MC cNuptles started, to be completed early 2013 
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Isn’t it obvious, virtualisation will solve everything? 

Yves Kemp (DESY-IT) 
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Freezing vs rolling 
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Pizza Preservation 

 

>  Whilst freezing the software and environment is easy to do, long term use 
and correctness of the results not guaranteed 
§  Naïve assumption virtualisation solves everything breaks down at the first security hole 

>  Freezing software is OK if the timeline and scope are reduced, but if 
changes are needed this is more difficult the longer software is frozen 

>  Better to cook the same recipe again and again (and maybe even allow it 
to be improved), validating the output automatically 
§  Virtualisation can help! 
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The Software Preservation System @ DESY 

>  Automated validation system to facilitate future software and OS transitions 
§ Uses virtualisation techniques to repeatedly run well defined tests  
§  Perform checks of different and evolving environments (OS, s/ware configuration) 
§  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
§  Automatically check these results against predefined, default values  
§ Notify when test results differ from these values  
§  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

This is provided by 
the experiments 

>  Automated validation system to facilitate future software and OS transitions 
§ Uses virtualisation techniques to repeatedly run well defined tests  
§  Perform checks of different and evolving environments (OS, s/ware 

configuration) 
§  Stand alone system: No hidden dependencies or /afs access etc: rigorous 

testing 
§ Automatically check these results against predefined, default values  
§ Notify when test results differ from these values  
§  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

This is defined by the 
experiments and 

(generally) provided by IT 

>  Automated validation system to facilitate future software and OS transitions 
§ Uses virtualisation techniques to repeatedly run well defined tests  
§  Perform checks of different and evolving environments (OS, s/ware configuration) 
§  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
§  Automatically check these results against predefined, default values  
§ Notify when test results differ from these values  
§  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

And this is provided by IT 

>  Automated validation system to facilitate future software and OS transitions 
§ Uses virtualisation techniques to repeatedly run well defined tests  
§  Perform checks of different and evolving environments (OS, s/ware configuration) 
§  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
§  Automatically check these results against predefined, default values  
§ Notify when test results differ from these values  
§  Separate responsibilities of IT and the experiments 
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The Software Preservation System @ DESY 

And herein lies the majority 
of the work for the 

experiments 

>  Automated validation system to facilitate future software and OS transitions 
§ Uses virtualisation techniques to repeatedly run well defined tests  
§  Perform checks of different and evolving environments (OS, s/ware configuration) 
§  Stand alone system: No hidden dependencies or /afs access etc: rigorous testing 
§  Automatically check these results against predefined, default values  
§ Notify when test results differ from these values  
§  Separate responsibilities of IT and the experiments 
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First test runs in pilot project at CHEP 2010 

- no F77 compiler 
gfortran found!
- libX11 MUST be 
installed!

Estimated 
ROOTMARKS:          
1534.29!

Processed 47243 
events with J/Psi 
candidates 
Histogram written 
to jpsi_mods.root!

> ls -lh!
ZEUSMC.HFSZ627.E89
54.GRAPE.Z01!
4.2 MByte!

SL4 SL5 Fedora 13 

ROOT 
V5.26 

H1Data 
analysis 

ZEUS 
MC prod 

Estimated 
ROOTMARKS:          
1512.76!

Processed 47243 
events with J/Psi 
candidates 
Histogram written 
to jpsi_mods.root!

> ls -lh!
ZEUSMC.HFSZ627.E89
54.GRAPE.Z01!
4.2 MByte!

Processed 47243 
events with J/Psi 
candidates 
Histogram written 
to jpsi_mods.root!

> ls -lh!
ZEUSMC.HFSZ627.E89
54.GRAPE.Z01!
4.2 MByte!

Compilation OK!

HERA-B 
Compilation failed 
– needs code 
change!

DB connect fails!

Compilation OK!

DB connect fails!

Compilation 

Run pre-
compiled tgz 
using compat 

libs 
Run pre-

compiled tgz 
using compat 

libs 

Compilation 
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The sp-system: Towards the full implementation 

 
>  Pilot project in 2010 

§  Single configuration, simple tests 

>  Full implementation now installed at DESY 
 

>  Common baseline of SLD5 / 32-bit 
achieved in 2011 by all experiments 
§  Sound starting point for validation 

 
>  Following OS configurations now available in sp-system: 

§  sl5.6/64(gcc4.4),  sl5.7/32(gcc4.4),  sl5.7/64(gcc4.1),  sl5.7/32(gcc4.1),  sl6.2/64(gcc4.4)  

>  In addition, to multiple ROOT versions 
§  5.26.00d,  5.28.00c,  5.30.05,  5.32.00,  5.34.01 

 

>  64-bit systems a major step toward migrations to future OS and hardware 
§  SL6 will only be supported in 64 bit variant at DESY 

§  NFS4.1 technology, to be used in dCache, native only in SL6.2/64 or higher 
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Running jobs in the sp-system!
>  Initial step 

§  Compilation of analysis (level 3) and sim/rec (level 4) software 
§  Or: use tar-balls with pre-compiled software 
§  Provide access to software 

 Copy tar-balls to persistent storage 
§  All output kept in directory with unique name validation step

running step

build step

tgz

${ID}

source
code
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Running jobs in the sp-system!
>  Initial step 

§  Compilation of analysis (level 3) and sim/rec (level 4) software 
§  Or: use tar-balls with pre-compiled software 
§  Provide access to software 

 Copy tar-balls to persistent storage 
§  All output kept in directory with unique name 

>  Run parallel tests 
§  Set up software environment 
§  Validate binaries with persistent input 

 e.g. event display, database access, .. 

validation step

running step

build step

persistent
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Running jobs in the sp-system!
>  Initial step 

§  Compilation of analysis (level 3) and sim/rec (level 4) software 
§  Or: use tar-balls with pre-compiled software 
§  Provide access to software 

 Copy tar-balls to persistent storage 
§  All output kept in directory with unique name 

>  Run parallel tests 
§  Set up software environment 
§  Validate binaries with persistent input 

 e.g. event display, database access, .. 
 

>  Run sequential tests 
§  Set up software environment 
§  Validate file production 

 1. MC generation    (produce gen files)  
 2. Reconstruction    (gen. files → DSTs) 
 3. Analysis level    (DSTs → ROOT files) 

§  Tests use output of previous test as input 
 

>  Results remain accessible or can be reproduced with identical results 

validation step

running step

build step

persistent

tmp
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Running jobs in the sp-system!
>  Initial step 

§  Compilation of analysis (level 3) and sim/rec (level 4) software 
§  Or: use tar-balls with pre-compiled software 
§  Provide access to software 

 Copy tar-balls to persistent storage 
§  All output kept in directory with unique name 

>  Run parallel tests 
§  Set up software environment 
§  Validate binaries with persistent input 

 e.g. event display, database access, .. 
 

>  Run sequential tests 
§  Set up software environment 
§  Validate file production 

 1. MC generation    (produce gen files)  
 2. Reconstruction    (gen. files → DSTs) 
 3. Analysis level    (DSTs → ROOT files) 

§  Tests use output of previous test as input 
 

>  Results remain accessible or can be reproduced with identical results 

validation step

running step

build step

persistent

tmp

è It is essential to have robust definition 
of complete set of experimental tests  

 

The nature and number dependent on 
desired preservation level  
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First sketch of H1 tests 
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First sketch of H1 tests  
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Example structure of experimental tests: H1 (Level 4)  

Compilation Validation 

Including compilation of individual packages: about 250 tests planned by H1 
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Example structure of experiment tests: ZEUS (Level 3 + MC chain) 

>  ZEUS strategy: use ROOT based analysis level Common Ntuples    
as data format for preservation – DPHEP level 3 

>  Only external dependence is ROOT 
§  Validation of new ROOT versions included as analysis level tests in the sp-system!

 

>  However, the MC production 
chain pre-compiled executables 
will also be preserved as a 
standalone package 
§  Remaining ZEUS SL3 executables 

continue to work on the SL6/64 
OS 

>  In addition, an interface for new 
generators is developed, which 
is also included in the validation 
system 
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Putting it all together 
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Putting it all together 

Full chain, including 
compilation of all H1 software, 
from MC generation, through 
to validation of analysis level 

(e.g. high Q2 neutral current) 
histograms now in place within 

the sp-system  !
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Putting it all together 

Here a much finer 
granularity needed  for 
displaying the results ! 
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Digesting the validation results 

>  Display the results of the validation in a 
comprehensible way: web based interface 

>  The test determines the nature of the results 
§  Could be simple yes/no, plots, ROOT files, text-files 

with keywords or length, ...  
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Deployment 

>  The whole point of the sp-system is not to provide a future resource for 
the experiments, but rather to provide a recipe which can be deployed 
§  At DESY, this means for example exploring alternative resources such as the local 

BIRD cluster, the National Analysis Facility (dedicated to LHC, unlikely) or the Grid 
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The BaBar Long Term Data Access archival system 

>  New BaBar system installed for 
analysis until at least 2018 

>  Isolated from SLAC, and uses 
virtualisation techniques to 
preserve an existing, stable and 
validated platform 

>  Complete data storage and 
user environment in one 
system 

>  Required large scale investment: 54 R510 machines, primarily for data 
storage, as well as 18 other dedicated servers 
§  Resources taken into account in experiment’s funding model during analysis phase! 

 

>  From the user’s perspective, very similar to existing BaBar infrastructure 
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The BaBar Long Term Data Access archival system 

>  Crucial part of design is to 
allow frozen, older platforms to 
run in a secure computing 
environment 

>  Naïve virtualisation strategy,  
not enough 
§  Cannot support an OS forever 

§  Security of system under threat 
using old versions 

>  Achieved by clear network separation via firewalls of part storing the data 
(more modern OS) and part running analysis (the desired older OS) 

>  Other BaBar infrastructure not included in VMs is taken from common NFS 

>  More than 20 analyses now using the LTDA system as well as simulation 
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Summary of information from the (pre-LHC) experiments 
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A multi-preservation level tool: RECAST 

>  Framework developed to extend impact of existing analyses 

>  Complementary approach of analysis archival, encapsulating the full 
event selection, data, backgrounds, systematics 

arXiv:1010.2506 

>  Idea is to recast existing physics 
search results to constrain 
alternate model scenarios  
§  Complete information from original 

analysis contained in the data 

§  Already performed on ALEPH data, 
LHC experiments investigating 

>  RECAST does not fit directly into the DPHEP preservation levels 
§  Levels 3 and 4 are in the back-end, containing the complete archived analyses 

§  However, only the selection in the publication is preserved, it could also be described as 
additional information, more like level 1 



David South  | Data Preservation in High Energy Physics | HAP Workshop, 22 September 2016 |   Page 90 

Changing face of the HERA collaborations 

>  H1 moved to a new collaboration management model in July 2012 
§  Formation of H1 Physics Board, to replace Collaboration Board (institute based) 

§  Future author list policies also set down in new constitution approved by collaboration  
 

>  ZEUS (and HERMES) management teams retain same model as before, 
but similarly to H1 the collaborating institute layer is now removed 
§  Remaining physics ZEUS working groups are now consolidated to a single physics group 
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Identified use cases and action areas by DPHEP 

>  Bit preservation as a basic “service” on which higher level components 
can build; 

>  Preserve data, software, and know-how in the collaborations; Basis for 
reproducibility; 

>  Share data and associated software with (wider) scientific community, 
such as theorists or physicists not part of the original collaboration; 

>  Open access to reduced data sets to general public (LHC experiments) 
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CERN Services for LTDP 

 
1.  State-of-the art "bit preservation", implementing practices that conform 

to the ISO 16363 standard  

2.  "Software preservation" - a key challenge in HEP where the software 
stacks are both large and complex (and dynamic)  

3.  Analysis capture and preservation, corresponding to a set of agreed 
Use Cases 

4.  Access to data behind physics publications - the HEPData portal 

5.  An Open Data portal for released subsets of the (currently) LHC data  

6.  A DPHEP portal that links also to data preservation efforts at other 
HEP institutes worldwide.  

Ø Each of these is a talk topic in its own right! 


