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Physics questions


• What are the sources?


• How are they accelerated?


• How do they propagate?


• How do they interact in the atmosphere?

Measured quantities and inference


• Energy spectrum


• Mass composition


• Arrival direction

Theoretical interpretation
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Exposures of UHECR observatories

22

Pierre Auger Observatory
Province Mendoza, Argentina 
1660 detector stations, 3000 km2

27 fluorescence telescopes

Telescope Array (TA)
Delta, UT, USA
507 detector stations, 680 km2

36 fluorescence telescopes

• Zenith ranges :[0-55°] for TA, 
[0-60°] for Auger

➡ Zenith ranges + latitudes : 
full-sky coverage achieved 

• Energy threshold : geometric 
directional exposure

Full-Sky Coverage
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➡ BUT unavoidable uncertainty in the relative exposures of the experiments

b : fudge factor absorbing systematics of any 
origin (relative exposure, energy scale, etc)

Measuring Large-Scale Anisotropy of Cosmic Rays above 1019 eV

33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.

ascension #) since this is the most natural one tied to the
Earth to describe the directional exposure of any experi-
ment. The random sample {n1, ...,nN} results from a Pois-
son process whose average is the flux of cosmic rays$(n)
coupled to the directional exposure"(n) of the considered
experiment :

〈

dN(n)

d%

〉

= "(n)$(n). (1)

As any angular distribution on the unit sphere, the flux
of cosmic rays $(n) can be decomposed in terms of a
multipolar expansion onto the spherical harmonicsY!m(n) :

$(n) = &
!≥0

!

&
m=−!

a!mY!m(n). (2)

Any anisotropy fingerprint is encoded in the a!m multi-
poles. Non-zero amplitudes in the ! modes arise from vari-
ations of the flux on an angular scale # 1/! radians.
The directional exposure of each observatory provides

the effective time-integrated collecting area for a flux from
each direction of the sky. In principle, the combined direc-
tional exposure of the two experiments should be simply
the sum of the individual ones. However, individual expo-
sures have here to be re-weighted by some empirical factor
b due to the unavoidable uncertainty in the relative expo-
sures of the experiments. The parameter b can be viewed
as a fudge factor which absorbs any kind of systematic un-
certainties in the relative exposures, whatever the sources
of these uncertainties. This empirical factor is arbitrarily
chosen to re-weight the directional exposure of the Pierre
Auger Observatory relative to the one of the Telescope Ar-
ray :

"(n;b) = "TA(n)+b"Auger(n). (3)

Dead times of detectors modulate the directional expo-
sure of each experiment in sidereal time and therefore in
right ascension. However, once averaged over several years
of data taking, the relative modulations of both "TA and
"Auger in right ascension turn out to be not larger than few
thousandths, yielding to non-uniformities in the observed
angular distribution at the corresponding level. Given that
the limited statistics currently available above 1019 eV can-
not allow an estimation of each a!m coefficient with a preci-
sion better than a few percent, the non-uniformities of "TA
and "Auger in right ascension can be neglected so that both

functions are considered to depend only on the declination
hereafter. On the other hand, since the high energy thresh-
old guarantees that both experiments are fully efficient in
their respective zenithal range [0− 'max], the dependence
on declination is purely geometric [3] :

"i(n) = Ai

(

cos(i cos! sin#m+#m sin(i sin!

)

, (4)

where (i is the latitude of the considered experiment, the
parameter #m is given by

#m =







0 if ) > 1,
* if ) < −1,
arccos) otherwise,

(5)

with ) ≡ (cos'max− sin(i sin! )/cos(i cos! , and the nor-
malisation factors Ai are tuned such that the integration
of each "i function over 4* matches the (total) exposure
of the corresponding experiment. For b = 1, the resulting
"(! ) function is shown in figure 1.
In practice, only an estimation b of the factor b can be

obtained, so that only an estimation of the directional expo-

sure "(n) ≡ "(n;b) can be achieved through equation 3.
The procedure used for obtaining b from the joint data set
will be described below. The resulting uncertainties propa-
gate into uncertainties in the measured a!m anisotropy pa-
rameters, in addition to the ones caused by the Poisson na-
ture of the sampling process when the function" is known
exactly.
With full-sky but non-uniform coverage, the custom-

ary recipe for decoupling directional exposure effects from
anisotropy ones consists in weighting the observed angular
distribution by the inverse of the relative directional expo-
sure function :

dÑ(n)

d%
=

1

"r(n)

dN(n)

d%
. (6)

The relative directional exposure is the dimensionless func-
tion normalized to unity at its maximum. When the func-
tion " (or "r) is known from a single experiment, the av-
eraged angular distribution

〈

dÑ/d%
〉

is, from equation 1,
identified with the flux of cosmic rays$(n) times the total
exposure of the experiment. Due to the finite resolution to
estimate b, the relationship between

〈

dÑ/d%
〉

and$(n) is
here not any longer so straightforward :

〈

dÑ(n)

d%

〉

=

〈

1

"r(n)

〉

"(n)$(n). (7)

However, for an unbiased estimator of b with a resolution
better than# 10% (the actual resolution on bwill be shown
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can still be identi-
fied to $(n) times the total exposure to a high level. Con-
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provide unbiased estimators of the underlying a!m multi-
poles since the relationship 〈a!m〉 = a!m can be established
by propagating equation 7 into 〈a!m〉.

6

• Zenith ranges :[0-55°] for TA, 
[0-60°] for Auger

➡ Zenith ranges + latitudes : 
full-sky coverage achieved 

• Energy threshold : geometric 
directional exposure

Full-Sky Coverage

]° [!
-80 -60 -40 -20 0 20 40 60 80

.y
r]

2
) 

[k
m

!(
"

0

2000

4000

6000

8000

➡ BUT unavoidable uncertainty in the relative exposures of the experiments

b : fudge factor absorbing systematics of any 
origin (relative exposure, energy scale, etc)

Measuring Large-Scale Anisotropy of Cosmic Rays above 1019 eV

33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013

]° [!
-80 -60 -40 -20 0 20 40 60 80

.y
r]

2
) 

[k
m

!(
"

0

2000

4000

6000

8000

Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.

ascension #) since this is the most natural one tied to the
Earth to describe the directional exposure of any experi-
ment. The random sample {n1, ...,nN} results from a Pois-
son process whose average is the flux of cosmic rays$(n)
coupled to the directional exposure"(n) of the considered
experiment :

〈

dN(n)

d%

〉

= "(n)$(n). (1)

As any angular distribution on the unit sphere, the flux
of cosmic rays $(n) can be decomposed in terms of a
multipolar expansion onto the spherical harmonicsY!m(n) :

$(n) = &
!≥0

!

&
m=−!

a!mY!m(n). (2)

Any anisotropy fingerprint is encoded in the a!m multi-
poles. Non-zero amplitudes in the ! modes arise from vari-
ations of the flux on an angular scale # 1/! radians.
The directional exposure of each observatory provides

the effective time-integrated collecting area for a flux from
each direction of the sky. In principle, the combined direc-
tional exposure of the two experiments should be simply
the sum of the individual ones. However, individual expo-
sures have here to be re-weighted by some empirical factor
b due to the unavoidable uncertainty in the relative expo-
sures of the experiments. The parameter b can be viewed
as a fudge factor which absorbs any kind of systematic un-
certainties in the relative exposures, whatever the sources
of these uncertainties. This empirical factor is arbitrarily
chosen to re-weight the directional exposure of the Pierre
Auger Observatory relative to the one of the Telescope Ar-
ray :

"(n;b) = "TA(n)+b"Auger(n). (3)

Dead times of detectors modulate the directional expo-
sure of each experiment in sidereal time and therefore in
right ascension. However, once averaged over several years
of data taking, the relative modulations of both "TA and
"Auger in right ascension turn out to be not larger than few
thousandths, yielding to non-uniformities in the observed
angular distribution at the corresponding level. Given that
the limited statistics currently available above 1019 eV can-
not allow an estimation of each a!m coefficient with a preci-
sion better than a few percent, the non-uniformities of "TA
and "Auger in right ascension can be neglected so that both

functions are considered to depend only on the declination
hereafter. On the other hand, since the high energy thresh-
old guarantees that both experiments are fully efficient in
their respective zenithal range [0− 'max], the dependence
on declination is purely geometric [3] :
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, (4)

where (i is the latitude of the considered experiment, the
parameter #m is given by
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0 if ) > 1,
* if ) < −1,
arccos) otherwise,

(5)

with ) ≡ (cos'max− sin(i sin! )/cos(i cos! , and the nor-
malisation factors Ai are tuned such that the integration
of each "i function over 4* matches the (total) exposure
of the corresponding experiment. For b = 1, the resulting
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In practice, only an estimation b of the factor b can be

obtained, so that only an estimation of the directional expo-

sure "(n) ≡ "(n;b) can be achieved through equation 3.
The procedure used for obtaining b from the joint data set
will be described below. The resulting uncertainties propa-
gate into uncertainties in the measured a!m anisotropy pa-
rameters, in addition to the ones caused by the Poisson na-
ture of the sampling process when the function" is known
exactly.
With full-sky but non-uniform coverage, the custom-

ary recipe for decoupling directional exposure effects from
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dÑ(n)

d%

〉

=

〈

1

"r(n)

〉

"(n)$(n). (7)

However, for an unbiased estimator of b with a resolution
better than# 10% (the actual resolution on bwill be shown
hereafter to be of the order of # 3.5%), the relative differ-
ences between 〈1/"r(n)〉 and 1/"r(n) are actually smaller
than 10−3 in such a way that

〈
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Figure 1: Total directional exposure above 1019 eV as obtained
by summing the nominal individual ones of the Telescope Array
and the Pierre Auger Observatory, as a function of the declina-
tion.
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and "Auger in right ascension can be neglected so that both
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their respective zenithal range [0− 'max], the dependence
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malisation factors Ai are tuned such that the integration
of each "i function over 4* matches the (total) exposure
of the corresponding experiment. For b = 1, the resulting
"(! ) function is shown in figure 1.
In practice, only an estimation b of the factor b can be
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sure "(n) ≡ "(n;b) can be achieved through equation 3.
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will be described below. The resulting uncertainties propa-
gate into uncertainties in the measured a!m anisotropy pa-
rameters, in addition to the ones caused by the Poisson na-
ture of the sampling process when the function" is known
exactly.
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Overlap
region

10,900 events
3,400 in overlap region

1,800 events
650 in overlap regionE > 1019 eV
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Pierre Auger Collaboration

16 countries, ~90 institutions, ~450 authors
Auger collaboration

5

construction completed in 2008 ~500 members, 89 institutions

16 countries 
ca. 90 institutions 
ca. 450 authors 

• Germany strongest  
contributor


• Many positions taken 
 within the collaboration


• Spokesperson  
from Germany 



The Pierre Auger Observatory
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Fluorescence detector (FD)
• 4 sites

• 0-30°
• E>1018 eV

• HEAT
• 30°-60°
• E>1017 eV 

Surface detector array (SD)
• Grid of 1500 m

• 3000 km2

• 1660 stations
• E>1018.5 eV

• Grid of 750 m
• 24 km2 
• 61 stations
• E>1017.5 eV
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The Pierre Auger Observatory

FD

SD

  4

HEAT telescopes 
(in upward mode)

HEAT

750m 
nested array
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Fluorescence Detector (FD): 
• calorimetric measurement of energy
• ca.15% duty cycle

Surface Detector (SD):  
• data driven shape of Lateral Distribution 

function (LDF)
• optimal distance at 1000 m
• ca. 100% duty cycle

15% duty cycle

100% duty cycle

Erec = f(S1000, ✓)
Event observed with  
Auger Observatory 
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Footprint on ground depends on  
geometry and energy
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Measuring the UHECR flux above 0.3 EeV
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Figure 2: Left: Correlation between the FD energy and the SD energy estimators as measured using
the different data sets. Right: Energy spectra measured at the Pierre Auger Observatory.

energy in the atmosphere, is derived in a fully data-driven approach [8], as such free from the sys-
tematic uncertainties affecting the hadronic interaction models used in the simulations. Its current
parametrization is based on the horizontal events (muon dominated) and adds up to a fraction of
20 to 12% of the total energy ranging from 1017 to 1020 eV, with systematic uncertainties of less
than 2%. The FD energy resolution amounts to about 8%, adding the contributions coming from
the atmosphere, the detector and reconstruction and the invisible energy. We confirm the overall
systematic uncertainty of 14% on the energy scale [9].

The vertical energy spectrum is shown in the right panel of Fig.2 together with those from the
other independent and complementary data sets.

At this conference, we presented for the first time the energy spectrum of cosmic rays down to
100 PeV using the SD750 data [10], obtained by exploiting a set of additional triggers allowing us
to lower the threshold of full efficiency to 1017 eV, thus approaching the region of the so-called "2nd
knee". Also in this case, the measurement is performed using a fully data-driven approach. The
spectrum below the ankle cannot be correctly described by a single power law, which is excluded
at the level of 4.1s . This conclusion is confirmed by the measurement of the showers approaching
HEAT along the telescope axes, which, being dominated by the air-Cherenkov light emission, have
a lower detection threshold [11]. In this analysis, the energy spectrum is derived between 1016.5

and 1018 eV with systematic uncertainties dominated by those in the FD energy scale and in the
exposure evaluation (14% and 15% respectively).

The spectrum obtained by combining the five data sets exploiting the total exposure of ⇠80,000
km2 sr yr is shown in the right panel of Fig.3. A functional form made by a sequence of different
power laws is used to fit it, as suggested by a study of the evolution of the spectral slope assum-
ing a spectrum dN/dE ⇠ E�g and fitting it in sliding windows of three energy bins, as shown in
the left panel of Fig.3. As indicated in the plot, the spectrum is characterized by two clear inflec-
tion points corresponding to the second knee around 1017 eV and to the ankle near 6 ⇥ 1018 eV.
A new feature is visible around 1019 eV, where the spectral slope changes from g2 = (2.2 ± 0.2)
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response function. The observed changes in curvature
result from the interplay between the changes in spectral
indices occurring in fairly narrow energy windows (fixed
by the parameters ωij ¼ 0.05) and the variations in the
response function. At high energy, the coefficients tend
toward a constant as a consequence of the approximately
constancy of the resolution, because in such a regime, the
distortions induced by the effects of finite resolution result
in a simple multiplicative factor for a spectrum in power
law. Overall, the correction factors are observed to be close
to 1 over the whole energy range with a mild energy
dependence. This is a consequence of the quality of the
resolution achieved.
We use the coefficients to correct the observed number of

events to obtain the differential intensities as Ji ¼ ciJrawi .
This is shown in the left panel of Fig. 9. The values of
the differential intensities, together the detected and
corrected number of events in each energy bin are
given in Appendix D. The magnitude of the effect of

the forward-folding procedure can be appreciated from
the following summary: above 2.5 × 1018 eV, where there
are 215,030 events in the raw spectrum, there are 201,976
in the unfolded spectrum; the corresponding numbers
above 5 × 1019 eV and 1020 eV are 278 and 269, and 15
and 14, respectively. Above 5 × 1019 eV (1020 eV), the
integrated intensity of cosmic rays is ð4.5# 0.3Þ ×
10−3 km−2 yr−1 sr−1 (ð2.4þ0.9

−0.6Þ × 10−4 km−2 yr−1 sr−1).
In the right panel of Fig. 9, the fitted function JðE; s0Þ,

scaled by E3 to better appreciate the fine structures, is
shown as the solid line overlaid on the data points of the
final estimate of the spectrum. The characteristics of the
spectrum are given in Table III, with both statistical and
systematic uncertainties (for which a comprehensive dis-
cussion is given in the next section). These characteristics
are further discussed in Sec. IV D.

C. Systematic uncertainties

There are several sources of systematic uncertainties
which affect the measurement of the energy spectrum, as
illustrated in Fig. 10.
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FIG. 9. Left: energy spectrum. The error bars represent statistical uncertainties. Right: energy spectrum scaled by E3 and fitted with the
function given by Eq. (9) with ωij ¼ 0.05 (solid line). The shaded band indicates the statistical uncertainty of the fit.

TABLE III. Best-fit parameters, with statistical and systematic
uncertainties, for the energy spectrum measured at the Pierre
Auger Observatory.

parameter value #σstat # σsys:

J0 [km−2 sr−1 yr−1 eV−1] ð1.315# 0.004# 0.400Þ × 10−18

γ1 3.29# 0.02# 0.10
γ2 2.51# 0.03# 0.05
γ3 3.05# 0.05# 0.10
γ4 5.1# 0.3# 0.1
E12 [eV] (ankle) ð5.0# 0.1# 0.8Þ × 1018

E23 [eV] ð13# 1# 2Þ × 1018

E34 [eV] (suppression) ð46# 3# 6Þ × 1018
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FIG. 8. Unfolding correction factor applied to the measured
spectrum to account for the detector effects as a function of the
cosmic-ray energy.
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The systematic uncertainty in the energy scale gives the
largest contribution to the overall uncertainty. As described
in Sec. III C, it amounts to about 14% and is obtained by
adding in quadrature all the systematic uncertainties in the
FD energy estimation and the contribution arising from
the statistical uncertainty in the calibration parameters. As
the effect is dominated by the uncertainty in the calibration
of the FD telescopes, the 14% is almost energy independent.
Therefore it has been propagated into the energy spectrum
by changing the energy of all events by !14% and then
calculating a new estimation of the raw energy spectrum
through Eq. (5) and repeating the forward-folding pro-
cedure. When considering the resolution, the bias and the
detection efficiency in the parameterization of the response
function, the energy scale is shifted by !14%. The uncer-
tainty in the energy scale translates into an energy-dependent
uncertainty in the flux shown by a continuous black line in
Fig. 10, top panel. It amounts to ≃30 to 40% around
2.5 × 1018 eV, decreasing to 25% around 1019 eV, and
increasing again to 60% at the highest energies.
A small contribution comes from the unfolding pro-

cedure. It stems from different subcomponents: (i) the
functional form of the energy spectrum assumed, (ii) the
uncertainty in the bias and resolution parameterization
determined in Sec. III D, and (iii) the uncertainty in the
detection efficiency determined in Sec. IVA. The impact of
contribution (i) has been conservatively evaluated by

comparing the output of the unfolding assuming Eq. (8)
and Eq. (9) and it is less than 1% at all energies. That of
contribution (ii) remains within 2% and is maximal at the
highest and lowest energies, while the one of contribution
(iii) is estimated propagating the statistical uncertainty in
the fit function that parametrizes the detection efficiency
[Eq. (6)] and it is within ≃1% below 4 × 1018 eV and
negligible above. The statistical uncertainties in the
unfolding correction factors also contribute to the total
systematic uncertainties in the flux and are taken into
account. The overall systematic uncertainties due to
unfolding are shown as a gray line in both panels of
Fig. 10 and are at maximum of 2% at the lowest energies.
A third source is related to the global uncertainty of 3%

in the estimation of the integrated SD exposure [30]. This
uncertainty, constant with energy, is shown as the blue line
in both panels of Fig. 10.
A further component is related to the use of an average

functional form for the LDF. The departure of this para-
metrized LDF from the actual one is source of a systematic
uncertainty in Sð1000Þ. This can be estimated using a subset
of high quality events for which the slope of the LDF [26]
can be measured on an event by–event basis. The impact of
this systematic uncertainty on the spectrum (shown as a
black dotted line in Fig. 10) is around 2% at 2.5 × 1018 eV,
decreasing to −3% at 1019 eV, before rising again to 3%
above ≃3 × 1019 eV. Other sources of systematic uncer-
tainty have been investigated and are negligible.
We have performed several tests to assess the robustness

of the measurement. The spectrum, scaled by E3, is shown
in top panel of Fig. 11 for three zenith angle intervals. Each
interval is of equal size in sin2 θ such that the exposure is
the same, one third of the total one. The ratio of the three
spectra to the results of the fit performed in the full field of
view presented in Sec. IV B is shown in the bottom panel of
the same figure. The three estimates of the spectrum are in
statistical agreement. In the region below 2 × 1019 eV,
where there are large numbers of events, the dependence on
zenith angle is below 5%. This is a robust demonstration of
the efficacy of our methods.
We have also searched for systematic effects that might

be seasonal to test the effectiveness of the corrections
applied to Sð1000Þ to account for the influence of the
changes in atmospheric temperature and pressure on the
shower structure [28], and also searched for temporal
effects as the data have been collected over a period of
14 years. Such tests have been performed by keeping the
energy calibration curve determined in the full data taking
period, as the systematic uncertainty associated with a
nonperfect monitoring in time of the calibration of the FD
telescopes is included in the overall !14% uncertainty in
the energy scale. The integral intensities above 1019 eV for
the four seasons are ð0.271; 0.279; 0.269; 0.272Þ !
0.004 km−2 sr−1 yr−1 for winter, spring, summer, and
autumn respectively. The largest deviation with respect
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FIG. 10. Top panel: systematic uncertainty in the energy
spectrum as a function of the cosmic-ray energy (dash-dotted
red line). The other lines represent the contributions of the
different sources as detailed in the text: energy scale (continuous
black), exposure (blue), Sð1000Þ (dotted black), unfolding
procedure (gray). The contributions of the latter three are zoomed
in the bottom panel.
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Figure 1: ICRC 2019 energy spectra of the Pierre Auger Observatory and the Telescope Array scaled by
E3. In each experiment, data of different detection techniques are combined to obtain the spectrum over a
wide energy range.

1. Introduction

Cosmic rays compose less than one particle out of ten million in the interstellar gas. Still, their
average energy density is similar to that of the gas. A small proportion of particles has therefore
appropriated a substantial part of the available energy. The study of the energy spectrum of cosmic
rays, providing the differential intensity (flux per steradian) of cosmic protons and nuclei as a
function of energy, is thus one of the cornerstones of astroparticle physics.

Because of the very small value of the cosmic-ray intensity at high energies – less than one
particle per km2 yr sr above 10 EeV – the construction of giant observatories has been necessary
to collect an increased influx of events. The Pierre Auger Observatory, located in the province
of Mendoza (Argentina) and covering 3000 km2, has been allowing since 2004 a scrutiny of the
UHECR intensity – except in the northernmost quarter. Another scrutiny, mainly of the Northern
sky, has been provided by the Telescope Array (TA), located in Utah (USA) and covering 700 km2,
operating since 2008. These latest-generation experiments have allowed an unprecedented sensi-
tivity in measuring the UHECR energy spectrum.

In this joint contribution, we review the different energy spectrum measurements made at these
observatories in the last decade in the quest to decipher the UHECR origin. Both observatories are
hybrid cosmic-ray detectors that consist of fluorescence telescopes overviewing an array of surface
detectors (SD). The fluorescence detectors (FD) provide an accurate determination of the cosmic-
ray energies by measuring the longitudinal developments of the extensive air showers in a nearly
calorimetric manner. Their duty cycle is however limited to about 15%. By contrast, the SD duty
cycle is quasi-permanent, allowing for a large and uniform exposure. It is thus advantageous for
both Auger and TA to use their SD arrays to measure the energy spectrum at the highest energies,

2
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as a consequence of the energy independence of the
uncertainty in the FD calibration, which makes the dom-
inant contribution.

D. ESD: Resolution and bias

Our final aim is to estimate the energy spectrum above
2.5 × 1018 eV. Still it is important to characterize the
energies below this threshold because the finite resolution
on the energies induces bin-to-bin migration effects that
affect the spectrum. In this energy range, below full
efficiency of the SD, systematic effects enter into play
on the energy estimate. While the FD quality and fiducial
cuts still guarantee the detection of showers without bias
toward one particular mass in that energy range, this is no
longer the case for the SD due to the higher efficiency of
shower detection for heavier primary nuclei [30]. Hence the
distribution of S38 below 3 × 1018 eV may no longer be
fairly averaged over the underlying mass distribution, and a
bias on ESD may result from the extrapolation of the
calibration procedure, in addition to the trigger effects that
favor positive fluctuations of S38 at a fixed energy over
negative ones. In this section, we determine these quan-
tities, denoted as σSDðE; θÞ=E for the resolution and as
bSDðE; θÞ for the bias, in a data-driven way. These
measurements allow us to characterize the SD resolution
function that will be used in several steps of the analysis
presented in the next sections. This, denoted as
κðESDjE; θÞ, is the conditional probability density function
(p.d.f.) for the measured energy ESD given that the true
value is E. It is normalized such that the event is observed at
any reconstructed energy, that is,

R
dESDκðESDjE; θÞ ¼ 1.

In the energy range of interest, we adopt a Gaussian curve,
namely:

κðESDjE; θÞ ¼
1ffiffiffiffiffiffi

2π
p

σSDðE; θÞ

× exp
"
−
ðESD − Eð1þ bSDðE; θÞÞÞ2

2σ2SDðE; θÞ

#
: ð2Þ

The estimation of bSDðE; θÞ and σSDðE; θÞ is obtained
by analyzing the ESD=EFD histograms as a function
of EFD, extending here the EFD range down to 1018 eV.
For Gaussian-distributed EFD and ESD variables, the
ESD=EFD variable follows a Gaussian ratio distribution.
For a FD resolution function with no bias and a known
resolution parameter, the searched bSDðE; θÞ and σSDðE; θÞ
are then obtained from the data. The overall FD energy
resolution is σFDðEÞ=E ≃ 7.4%. In comparison to the
number reported in Sec. II B, σFDðEÞ=E is here almost
constant over the whole energy range because it takes into
account that, at the highest energies, the same shower is
detected from different FD sites. In these cases, the energy
used in analyses is the mean of the reconstructed energies

(weighted by uncertainties) from the two (or more) mea-
surements. This accounts for the improvement in the
statistical error.
Examples of measured and fitted distributions ofESD=EFD

are shown in Fig. 4 for three energy ranges: the resulting SD
energy resolution is σSDðEÞ=E ¼ ð21.5% 0.4Þ%, ð18.2%
0.4Þ% and ð10.0% 0.8Þ% between1018 and1018.1 eV, 1018.4

and 1018.5 eV, 1019 and 1019.1 eV, respectively. The param-
eter σSDðEÞ=E is shown in Fig. 5 as a function of E: the
resolution is ≃20% at 2 × 1018 eV and tends smoothly to
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higher energy bin, respectively.
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suppression, is a new observation. For all parameters and
observables presented in the text, the first error is statistical
and the second systematic.
From the measured energy spectrum one can infer the

differential energy density per dex (dex indicates decade in
log10 E, following the convention of [22]), obtained as
lnð10Þð4π=cÞE2JðEÞ. It provides a measurement of the
energy density of the local Universe attributable to cosmic
rays. Above the ankle, a range in which UHECRs are of
extragalactic origin [5], the integration over energy results
in ð5.66# 0.03# 1.40Þ × 1053 ergMpc−3. This translates
into constraints on the luminosity of the sources, as
discussed below.
A detailed examination of the systematic uncertainties of

the energy spectrum is reported in [8]. The uncertainty in
the flux amounts to 30%–40% near 2.5 × 1018 eV, 25% at
1019 eV, and 60% at the highest energies. The uncertainties
include contributions from the absolute energy scale (the
largest), the exposure, the unfolding procedure, and the
Sð1000Þ reconstruction. No indication of further systematic
uncertainties has been found from a comparison of the
spectra calculated over different time periods, seasons, and
ranges of zenith angle.

The wide declination range covered, from δ ¼ −90° to
δ ¼ þ24.8°, allows a search for dependencies of energy
spectra on declination. For this, we have divided the sky
into three declination bands of equal exposure. In each
band, the estimation of the spectrum is made as for the
whole field of view, but using unfolding-correction factors
relevant to the band in question. We report in Table I the
parameters characterizing the spectral features for each
declination range. They are seen to be in statistical agree-
ment. There is thus no obvious dependence with declina-
tion over the energy range covered. A trend for the intensity
to be slightly higher in the Southern Hemisphere is
observed [8], consistent with the anisotropy observations
[6]. We therefore claim a second new result, namely that the
energy spectrum does not vary as a function of declination
in the range accessible at the Auger Observatory other
than in the mild excess from the Southern Hemisphere
expected in line with the known energy-dependent anisot-
ropies above 8 × 1018 eV. A comparison of the spectrum
with that of Telescope Array measured in the Northern
Hemisphere is discussed in [8] and references therein.
Astrophysical implications of the features of the energy

spectrum.—We now examine the validity of models pro-
posed to explain features of UHECRs using the new
information given here and the data on mass composition
and arrival directions recently reported [5,6,23–28]. If
UHECRs are produced throughout the Universe, to reach
Earth they must cross the background photon fields
permeating the extragalactic space. In particular, the cosmic
microwave background photons induce pion production
with protons colliding at around 5 × 1019 eV and photo-
disintegration of heavier nuclei at a roughly similar thresh-
old, leading to the expectation of a spectral steepening (the
Greisen-Zatsepin-Kuzmin (GZK) effect [29]). Depending
on the energy and chemical composition of the UHECRs,
higher-energy background photons, such as infrared light,
may also be responsible of interactions producing the flux
steepening.
A popular framework has been that what is observed

comes from universal sources, uniformly distributed, that
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FIG. 1. Top: energy spectrum scaled by E2 with the number of
detected events in each energy bin. In this representation the data
provide an estimation of the differential energy density per
decade. Bottom: energy spectrum scaled by E3 fitted with a
sequence of four power laws (red line). The numbers
(i ¼ 1;…; 4) enclosed in the circles identify the energy intervals
where the spectrum is described by a power law with spectral
index γi. The shaded band indicates the statistical uncertainty of
the fit. Upper limits are at the 90% confidence level.

TABLE I. Spectral parameters in three different declination
ranges. The energies E12, E23, and E34 are given in units of
1018 eV and the normalization parameter J0 in units of
1018 km−2 sr−1 yr−1 eV−1. Uncertainties are statistical.

½−90.0°;−42.5°' ½−42.5°;−17.3°' ½−17.3°;þ24.8°'
J0 1.329# 0.007 1.306# 0.007 1.312# 0.006
γ1 3.26# 0.03 3.31# 0.03 3.30# 0.03
γ2 2.53# 0.04 2.54# 0.04 2.44# 0.05
γ3 3.1# 0.1 3.0# 0.1 3.0# 0.1
γ4 5.2# 0.4 4.4# 0.3 5.7# 0.6
E12 5.1# 0.2 4.9# 0.2 5.2# 0.2
E23 14# 2 14# 2 12# 1
E34 47# 4 37# 4 51# 4
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neutrinos. The resolution in EFD is well described by
σFDðEÞ=E ≃ 7.4% over the whole energy range [14].
Hybrid events are thus used to develop a calibration

curve such that every estimate of S38 can be assigned a
valuation of EFD. Here 3338 hybrid events surviving
rigorous quality cuts [8] are used to obtain a relationship
between S38 and EFD of the form EFD ¼ ASB38, where
A¼ð1.86$0.03Þ×1017 eV and B¼1.031$0.004. No
zenithal dependence of A or B has been found, further
validating the use of the constant intensity method [8].
Such a simple dependence is sufficient to describe the data
in full detail. The energies of the hybrid events range
from 2.5 × 1018 eV to 8 × 1019 eV. The most energetic
event, detected at all fluorescence stations, has an energy
EFD ¼ ð8.5$ 0.4Þ × 1019 eV, derived from a weighted
average of the four independent estimates of the calori-
metric energy. For this event S38 ¼ 354 VEM so that the
energy deduced from the calibration curve is ESD ≡
ASB38 ¼ ð7.9$ 0.6Þ × 1019 eV. The systematic uncertainty
in the energy assignment is about 14% over the whole
energy range [15]. This benefits from the high-precision
AIRFLY Collaboration measurement of the fluorescence
yield [16] and from an accurate data-driven estimation of
the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and B
parameters, the characterization of the atmosphere, the
reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.
To derive the energy spectrum, we use events recorded by

the SD with the largest-signal station not located on the
boundary of the array, with zenith angle θ < 60° and energy
≥2.5 × 1018 eV. These selection criteria not only ensure
adequate sampling of the shower but also allow the evalu-
ation of the aperture of the SD in a purely geometrical
manner in the regimewhere the array trigger is fully efficient
and independent of the mass or energy of the primary
particle [17]. The resulting SD dataset consists of 215030
events recorded between 1 January 2004 and 31 August
2018, from an exposure E of ð60 400$ 1810Þ km2 sr yr.
The determination of E, dependent only on the acceptance
angle, the surface area and the live time of the array, is
discussed in detail in [17].
The procedure for extracting the spectrum from the

observations, fully discussed in [8], is summarized here.
The energy spectrum, typically a power law (∝E−γ) with

spectral index γ in a given energy interval, is estimated as
Ji ¼ ciNi=ðEΔEiÞ, with Ni the number of observed events
in differential bins of width Δ log10 Ei ¼ 0.1 and ci the
correction factors required to eliminate the biases caused by
the finite energy resolution. The size of the bins is such that
it corresponds approximately to the energy resolution in the
lowest energy bin, which starts at 2.5 × 1018 eV.
The correction factors are needed because, as the

spectrum is steep, the finite resolution causes migration
between bins, particularly from lower to higher energies,

artificially enhancing the flux. At the lowest energies, the
correction depends also on the behavior of the detection
efficiency in the energy region where the array is not fully
efficient as well as on the bias in the energy due to trigger-
selection effects.
A forward-folding approach is used to determine the

correction factors. It consists of finding the model of the
energy spectrum folded for detector effects that best
describes the data, and then using this model to calculate
the values of ci. The SD efficiency can be estimated from
the fraction of hybrid events that also satisfy the SD trigger
conditions, because above 1018 eV, the hybrid trigger
efficiency is 100% independent of primary mass [18].
The energy resolution of ESD, and the bias in its estimate,
are found from a study of the distributions of ESD=EFD. The
resolution improves from ≈20% at 2 × 1018 eV to ≈7% at
2 × 1019 eV and is constant thereafter. The bias is zero
above 2.5 × 1018 eV and increases smoothly going to
lower energies and larger zenith angles: at 1018 eV it is
≈10% at 0° and ≈30% at 60°.
Thanks to the hybrid measurements, the correction

factors are estimated avoiding any reliance on model and
primary mass assumptions. The factors are maximal at the
lowest energies, ≈8%, and less than 5% at the highest
energies available. Further details are given in [8].
The model of the energy spectrum that we used for over a

decade is a series of two power laws followed by a slow
suppression. With the current exposure, this model turns
out to describe the data poorly, as the reduced deviance is
found to be 35.6=15 [8]. Consequently, we adopt a more
complex function with a sequence of four power laws with
smooth transitions [19],

JðEÞ ¼ J0

!
E

1018.5 eV

"−γ1 Y3

i¼1

#
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E
Eij

"
1=ωij

$ðγi−γjÞωij

;

with j ¼ iþ 1 and ωij ¼ 0.05. The ωij factors control the
widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0=12, which allows us to disfavor
the previous parametrization with 3.9σ confidence [8].
The resulting differential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is
J0 ¼ ð1.315$0.004$0.400Þ×10−18 km−2 sr−1 yr−1 eV−1.
The ankle is described by a rollover at E12 ¼
ð5.0$ 0.1$ 0.8Þ × 1018 eV, marking a hardening of the
spectrum from γ1 ¼ 3.29$ 0.02$ 0.10 to γ2 ¼ 2.51$
0.03$ 0.05. At E23 ¼ ð13$ 1$ 2Þ × 1018 eV, the spec-
trum softens from γ2 to γ3 ¼ 3.05$ 0.05$ 0.10. Finally,
the spectrum softens further above a suppression energy of
E34 ¼ ð46$ 3$ 6Þ × 1018 eV with γ4 ¼ 5.1$ 0.3$ 0.1,
confirming with higher precision previous reports of
the strong attenuation of the flux at the highest energies
[7,20,21]. The feature at E23, calling for a two-step
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neutrinos. The resolution in EFD is well described by
σFDðEÞ=E ≃ 7.4% over the whole energy range [14].
Hybrid events are thus used to develop a calibration

curve such that every estimate of S38 can be assigned a
valuation of EFD. Here 3338 hybrid events surviving
rigorous quality cuts [8] are used to obtain a relationship
between S38 and EFD of the form EFD ¼ ASB38, where
A¼ð1.86$0.03Þ×1017 eV and B¼1.031$0.004. No
zenithal dependence of A or B has been found, further
validating the use of the constant intensity method [8].
Such a simple dependence is sufficient to describe the data
in full detail. The energies of the hybrid events range
from 2.5 × 1018 eV to 8 × 1019 eV. The most energetic
event, detected at all fluorescence stations, has an energy
EFD ¼ ð8.5$ 0.4Þ × 1019 eV, derived from a weighted
average of the four independent estimates of the calori-
metric energy. For this event S38 ¼ 354 VEM so that the
energy deduced from the calibration curve is ESD ≡
ASB38 ¼ ð7.9$ 0.6Þ × 1019 eV. The systematic uncertainty
in the energy assignment is about 14% over the whole
energy range [15]. This benefits from the high-precision
AIRFLY Collaboration measurement of the fluorescence
yield [16] and from an accurate data-driven estimation of
the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and B
parameters, the characterization of the atmosphere, the
reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.
To derive the energy spectrum, we use events recorded by

the SD with the largest-signal station not located on the
boundary of the array, with zenith angle θ < 60° and energy
≥2.5 × 1018 eV. These selection criteria not only ensure
adequate sampling of the shower but also allow the evalu-
ation of the aperture of the SD in a purely geometrical
manner in the regimewhere the array trigger is fully efficient
and independent of the mass or energy of the primary
particle [17]. The resulting SD dataset consists of 215030
events recorded between 1 January 2004 and 31 August
2018, from an exposure E of ð60 400$ 1810Þ km2 sr yr.
The determination of E, dependent only on the acceptance
angle, the surface area and the live time of the array, is
discussed in detail in [17].
The procedure for extracting the spectrum from the

observations, fully discussed in [8], is summarized here.
The energy spectrum, typically a power law (∝E−γ) with

spectral index γ in a given energy interval, is estimated as
Ji ¼ ciNi=ðEΔEiÞ, with Ni the number of observed events
in differential bins of width Δ log10 Ei ¼ 0.1 and ci the
correction factors required to eliminate the biases caused by
the finite energy resolution. The size of the bins is such that
it corresponds approximately to the energy resolution in the
lowest energy bin, which starts at 2.5 × 1018 eV.
The correction factors are needed because, as the

spectrum is steep, the finite resolution causes migration
between bins, particularly from lower to higher energies,

artificially enhancing the flux. At the lowest energies, the
correction depends also on the behavior of the detection
efficiency in the energy region where the array is not fully
efficient as well as on the bias in the energy due to trigger-
selection effects.
A forward-folding approach is used to determine the

correction factors. It consists of finding the model of the
energy spectrum folded for detector effects that best
describes the data, and then using this model to calculate
the values of ci. The SD efficiency can be estimated from
the fraction of hybrid events that also satisfy the SD trigger
conditions, because above 1018 eV, the hybrid trigger
efficiency is 100% independent of primary mass [18].
The energy resolution of ESD, and the bias in its estimate,
are found from a study of the distributions of ESD=EFD. The
resolution improves from ≈20% at 2 × 1018 eV to ≈7% at
2 × 1019 eV and is constant thereafter. The bias is zero
above 2.5 × 1018 eV and increases smoothly going to
lower energies and larger zenith angles: at 1018 eV it is
≈10% at 0° and ≈30% at 60°.
Thanks to the hybrid measurements, the correction

factors are estimated avoiding any reliance on model and
primary mass assumptions. The factors are maximal at the
lowest energies, ≈8%, and less than 5% at the highest
energies available. Further details are given in [8].
The model of the energy spectrum that we used for over a

decade is a series of two power laws followed by a slow
suppression. With the current exposure, this model turns
out to describe the data poorly, as the reduced deviance is
found to be 35.6=15 [8]. Consequently, we adopt a more
complex function with a sequence of four power laws with
smooth transitions [19],

JðEÞ ¼ J0
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with j ¼ iþ 1 and ωij ¼ 0.05. The ωij factors control the
widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0=12, which allows us to disfavor
the previous parametrization with 3.9σ confidence [8].
The resulting differential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is
J0 ¼ ð1.315$0.004$0.400Þ×10−18 km−2 sr−1 yr−1 eV−1.
The ankle is described by a rollover at E12 ¼
ð5.0$ 0.1$ 0.8Þ × 1018 eV, marking a hardening of the
spectrum from γ1 ¼ 3.29$ 0.02$ 0.10 to γ2 ¼ 2.51$
0.03$ 0.05. At E23 ¼ ð13$ 1$ 2Þ × 1018 eV, the spec-
trum softens from γ2 to γ3 ¼ 3.05$ 0.05$ 0.10. Finally,
the spectrum softens further above a suppression energy of
E34 ¼ ð46$ 3$ 6Þ × 1018 eV with γ4 ¼ 5.1$ 0.3$ 0.1,
confirming with higher precision previous reports of
the strong attenuation of the flux at the highest energies
[7,20,21]. The feature at E23, calling for a two-step
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as a consequence of the energy independence of the
uncertainty in the FD calibration, which makes the dom-
inant contribution.

D. ESD: Resolution and bias

Our final aim is to estimate the energy spectrum above
2.5 × 1018 eV. Still it is important to characterize the
energies below this threshold because the finite resolution
on the energies induces bin-to-bin migration effects that
affect the spectrum. In this energy range, below full
efficiency of the SD, systematic effects enter into play
on the energy estimate. While the FD quality and fiducial
cuts still guarantee the detection of showers without bias
toward one particular mass in that energy range, this is no
longer the case for the SD due to the higher efficiency of
shower detection for heavier primary nuclei [30]. Hence the
distribution of S38 below 3 × 1018 eV may no longer be
fairly averaged over the underlying mass distribution, and a
bias on ESD may result from the extrapolation of the
calibration procedure, in addition to the trigger effects that
favor positive fluctuations of S38 at a fixed energy over
negative ones. In this section, we determine these quan-
tities, denoted as σSDðE; θÞ=E for the resolution and as
bSDðE; θÞ for the bias, in a data-driven way. These
measurements allow us to characterize the SD resolution
function that will be used in several steps of the analysis
presented in the next sections. This, denoted as
κðESDjE; θÞ, is the conditional probability density function
(p.d.f.) for the measured energy ESD given that the true
value is E. It is normalized such that the event is observed at
any reconstructed energy, that is,

R
dESDκðESDjE; θÞ ¼ 1.

In the energy range of interest, we adopt a Gaussian curve,
namely:

κðESDjE; θÞ ¼
1ffiffiffiffiffiffi

2π
p

σSDðE; θÞ

× exp
"
−
ðESD − Eð1þ bSDðE; θÞÞÞ2

2σ2SDðE; θÞ

#
: ð2Þ

The estimation of bSDðE; θÞ and σSDðE; θÞ is obtained
by analyzing the ESD=EFD histograms as a function
of EFD, extending here the EFD range down to 1018 eV.
For Gaussian-distributed EFD and ESD variables, the
ESD=EFD variable follows a Gaussian ratio distribution.
For a FD resolution function with no bias and a known
resolution parameter, the searched bSDðE; θÞ and σSDðE; θÞ
are then obtained from the data. The overall FD energy
resolution is σFDðEÞ=E ≃ 7.4%. In comparison to the
number reported in Sec. II B, σFDðEÞ=E is here almost
constant over the whole energy range because it takes into
account that, at the highest energies, the same shower is
detected from different FD sites. In these cases, the energy
used in analyses is the mean of the reconstructed energies

(weighted by uncertainties) from the two (or more) mea-
surements. This accounts for the improvement in the
statistical error.
Examples of measured and fitted distributions ofESD=EFD

are shown in Fig. 4 for three energy ranges: the resulting SD
energy resolution is σSDðEÞ=E ¼ ð21.5% 0.4Þ%, ð18.2%
0.4Þ% and ð10.0% 0.8Þ% between1018 and1018.1 eV, 1018.4

and 1018.5 eV, 1019 and 1019.1 eV, respectively. The param-
eter σSDðEÞ=E is shown in Fig. 5 as a function of E: the
resolution is ≃20% at 2 × 1018 eV and tends smoothly to
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suppression, is a new observation. For all parameters and
observables presented in the text, the first error is statistical
and the second systematic.
From the measured energy spectrum one can infer the

differential energy density per dex (dex indicates decade in
log10 E, following the convention of [22]), obtained as
lnð10Þð4π=cÞE2JðEÞ. It provides a measurement of the
energy density of the local Universe attributable to cosmic
rays. Above the ankle, a range in which UHECRs are of
extragalactic origin [5], the integration over energy results
in ð5.66# 0.03# 1.40Þ × 1053 ergMpc−3. This translates
into constraints on the luminosity of the sources, as
discussed below.
A detailed examination of the systematic uncertainties of

the energy spectrum is reported in [8]. The uncertainty in
the flux amounts to 30%–40% near 2.5 × 1018 eV, 25% at
1019 eV, and 60% at the highest energies. The uncertainties
include contributions from the absolute energy scale (the
largest), the exposure, the unfolding procedure, and the
Sð1000Þ reconstruction. No indication of further systematic
uncertainties has been found from a comparison of the
spectra calculated over different time periods, seasons, and
ranges of zenith angle.

The wide declination range covered, from δ ¼ −90° to
δ ¼ þ24.8°, allows a search for dependencies of energy
spectra on declination. For this, we have divided the sky
into three declination bands of equal exposure. In each
band, the estimation of the spectrum is made as for the
whole field of view, but using unfolding-correction factors
relevant to the band in question. We report in Table I the
parameters characterizing the spectral features for each
declination range. They are seen to be in statistical agree-
ment. There is thus no obvious dependence with declina-
tion over the energy range covered. A trend for the intensity
to be slightly higher in the Southern Hemisphere is
observed [8], consistent with the anisotropy observations
[6]. We therefore claim a second new result, namely that the
energy spectrum does not vary as a function of declination
in the range accessible at the Auger Observatory other
than in the mild excess from the Southern Hemisphere
expected in line with the known energy-dependent anisot-
ropies above 8 × 1018 eV. A comparison of the spectrum
with that of Telescope Array measured in the Northern
Hemisphere is discussed in [8] and references therein.
Astrophysical implications of the features of the energy

spectrum.—We now examine the validity of models pro-
posed to explain features of UHECRs using the new
information given here and the data on mass composition
and arrival directions recently reported [5,6,23–28]. If
UHECRs are produced throughout the Universe, to reach
Earth they must cross the background photon fields
permeating the extragalactic space. In particular, the cosmic
microwave background photons induce pion production
with protons colliding at around 5 × 1019 eV and photo-
disintegration of heavier nuclei at a roughly similar thresh-
old, leading to the expectation of a spectral steepening (the
Greisen-Zatsepin-Kuzmin (GZK) effect [29]). Depending
on the energy and chemical composition of the UHECRs,
higher-energy background photons, such as infrared light,
may also be responsible of interactions producing the flux
steepening.
A popular framework has been that what is observed

comes from universal sources, uniformly distributed, that
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FIG. 1. Top: energy spectrum scaled by E2 with the number of
detected events in each energy bin. In this representation the data
provide an estimation of the differential energy density per
decade. Bottom: energy spectrum scaled by E3 fitted with a
sequence of four power laws (red line). The numbers
(i ¼ 1;…; 4) enclosed in the circles identify the energy intervals
where the spectrum is described by a power law with spectral
index γi. The shaded band indicates the statistical uncertainty of
the fit. Upper limits are at the 90% confidence level.

TABLE I. Spectral parameters in three different declination
ranges. The energies E12, E23, and E34 are given in units of
1018 eV and the normalization parameter J0 in units of
1018 km−2 sr−1 yr−1 eV−1. Uncertainties are statistical.

½−90.0°;−42.5°' ½−42.5°;−17.3°' ½−17.3°;þ24.8°'
J0 1.329# 0.007 1.306# 0.007 1.312# 0.006
γ1 3.26# 0.03 3.31# 0.03 3.30# 0.03
γ2 2.53# 0.04 2.54# 0.04 2.44# 0.05
γ3 3.1# 0.1 3.0# 0.1 3.0# 0.1
γ4 5.2# 0.4 4.4# 0.3 5.7# 0.6
E12 5.1# 0.2 4.9# 0.2 5.2# 0.2
E23 14# 2 14# 2 12# 1
E34 47# 4 37# 4 51# 4
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neutrinos. The resolution in EFD is well described by
σFDðEÞ=E ≃ 7.4% over the whole energy range [14].
Hybrid events are thus used to develop a calibration

curve such that every estimate of S38 can be assigned a
valuation of EFD. Here 3338 hybrid events surviving
rigorous quality cuts [8] are used to obtain a relationship
between S38 and EFD of the form EFD ¼ ASB38, where
A¼ð1.86$0.03Þ×1017 eV and B¼1.031$0.004. No
zenithal dependence of A or B has been found, further
validating the use of the constant intensity method [8].
Such a simple dependence is sufficient to describe the data
in full detail. The energies of the hybrid events range
from 2.5 × 1018 eV to 8 × 1019 eV. The most energetic
event, detected at all fluorescence stations, has an energy
EFD ¼ ð8.5$ 0.4Þ × 1019 eV, derived from a weighted
average of the four independent estimates of the calori-
metric energy. For this event S38 ¼ 354 VEM so that the
energy deduced from the calibration curve is ESD ≡
ASB38 ¼ ð7.9$ 0.6Þ × 1019 eV. The systematic uncertainty
in the energy assignment is about 14% over the whole
energy range [15]. This benefits from the high-precision
AIRFLY Collaboration measurement of the fluorescence
yield [16] and from an accurate data-driven estimation of
the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and B
parameters, the characterization of the atmosphere, the
reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.
To derive the energy spectrum, we use events recorded by

the SD with the largest-signal station not located on the
boundary of the array, with zenith angle θ < 60° and energy
≥2.5 × 1018 eV. These selection criteria not only ensure
adequate sampling of the shower but also allow the evalu-
ation of the aperture of the SD in a purely geometrical
manner in the regimewhere the array trigger is fully efficient
and independent of the mass or energy of the primary
particle [17]. The resulting SD dataset consists of 215030
events recorded between 1 January 2004 and 31 August
2018, from an exposure E of ð60 400$ 1810Þ km2 sr yr.
The determination of E, dependent only on the acceptance
angle, the surface area and the live time of the array, is
discussed in detail in [17].
The procedure for extracting the spectrum from the

observations, fully discussed in [8], is summarized here.
The energy spectrum, typically a power law (∝E−γ) with

spectral index γ in a given energy interval, is estimated as
Ji ¼ ciNi=ðEΔEiÞ, with Ni the number of observed events
in differential bins of width Δ log10 Ei ¼ 0.1 and ci the
correction factors required to eliminate the biases caused by
the finite energy resolution. The size of the bins is such that
it corresponds approximately to the energy resolution in the
lowest energy bin, which starts at 2.5 × 1018 eV.
The correction factors are needed because, as the

spectrum is steep, the finite resolution causes migration
between bins, particularly from lower to higher energies,

artificially enhancing the flux. At the lowest energies, the
correction depends also on the behavior of the detection
efficiency in the energy region where the array is not fully
efficient as well as on the bias in the energy due to trigger-
selection effects.
A forward-folding approach is used to determine the

correction factors. It consists of finding the model of the
energy spectrum folded for detector effects that best
describes the data, and then using this model to calculate
the values of ci. The SD efficiency can be estimated from
the fraction of hybrid events that also satisfy the SD trigger
conditions, because above 1018 eV, the hybrid trigger
efficiency is 100% independent of primary mass [18].
The energy resolution of ESD, and the bias in its estimate,
are found from a study of the distributions of ESD=EFD. The
resolution improves from ≈20% at 2 × 1018 eV to ≈7% at
2 × 1019 eV and is constant thereafter. The bias is zero
above 2.5 × 1018 eV and increases smoothly going to
lower energies and larger zenith angles: at 1018 eV it is
≈10% at 0° and ≈30% at 60°.
Thanks to the hybrid measurements, the correction

factors are estimated avoiding any reliance on model and
primary mass assumptions. The factors are maximal at the
lowest energies, ≈8%, and less than 5% at the highest
energies available. Further details are given in [8].
The model of the energy spectrum that we used for over a

decade is a series of two power laws followed by a slow
suppression. With the current exposure, this model turns
out to describe the data poorly, as the reduced deviance is
found to be 35.6=15 [8]. Consequently, we adopt a more
complex function with a sequence of four power laws with
smooth transitions [19],

JðEÞ ¼ J0
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with j ¼ iþ 1 and ωij ¼ 0.05. The ωij factors control the
widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0=12, which allows us to disfavor
the previous parametrization with 3.9σ confidence [8].
The resulting differential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is
J0 ¼ ð1.315$0.004$0.400Þ×10−18 km−2 sr−1 yr−1 eV−1.
The ankle is described by a rollover at E12 ¼
ð5.0$ 0.1$ 0.8Þ × 1018 eV, marking a hardening of the
spectrum from γ1 ¼ 3.29$ 0.02$ 0.10 to γ2 ¼ 2.51$
0.03$ 0.05. At E23 ¼ ð13$ 1$ 2Þ × 1018 eV, the spec-
trum softens from γ2 to γ3 ¼ 3.05$ 0.05$ 0.10. Finally,
the spectrum softens further above a suppression energy of
E34 ¼ ð46$ 3$ 6Þ × 1018 eV with γ4 ¼ 5.1$ 0.3$ 0.1,
confirming with higher precision previous reports of
the strong attenuation of the flux at the highest energies
[7,20,21]. The feature at E23, calling for a two-step
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neutrinos. The resolution in EFD is well described by
σFDðEÞ=E ≃ 7.4% over the whole energy range [14].
Hybrid events are thus used to develop a calibration

curve such that every estimate of S38 can be assigned a
valuation of EFD. Here 3338 hybrid events surviving
rigorous quality cuts [8] are used to obtain a relationship
between S38 and EFD of the form EFD ¼ ASB38, where
A¼ð1.86$0.03Þ×1017 eV and B¼1.031$0.004. No
zenithal dependence of A or B has been found, further
validating the use of the constant intensity method [8].
Such a simple dependence is sufficient to describe the data
in full detail. The energies of the hybrid events range
from 2.5 × 1018 eV to 8 × 1019 eV. The most energetic
event, detected at all fluorescence stations, has an energy
EFD ¼ ð8.5$ 0.4Þ × 1019 eV, derived from a weighted
average of the four independent estimates of the calori-
metric energy. For this event S38 ¼ 354 VEM so that the
energy deduced from the calibration curve is ESD ≡
ASB38 ¼ ð7.9$ 0.6Þ × 1019 eV. The systematic uncertainty
in the energy assignment is about 14% over the whole
energy range [15]. This benefits from the high-precision
AIRFLY Collaboration measurement of the fluorescence
yield [16] and from an accurate data-driven estimation of
the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and B
parameters, the characterization of the atmosphere, the
reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.
To derive the energy spectrum, we use events recorded by

the SD with the largest-signal station not located on the
boundary of the array, with zenith angle θ < 60° and energy
≥2.5 × 1018 eV. These selection criteria not only ensure
adequate sampling of the shower but also allow the evalu-
ation of the aperture of the SD in a purely geometrical
manner in the regimewhere the array trigger is fully efficient
and independent of the mass or energy of the primary
particle [17]. The resulting SD dataset consists of 215030
events recorded between 1 January 2004 and 31 August
2018, from an exposure E of ð60 400$ 1810Þ km2 sr yr.
The determination of E, dependent only on the acceptance
angle, the surface area and the live time of the array, is
discussed in detail in [17].
The procedure for extracting the spectrum from the

observations, fully discussed in [8], is summarized here.
The energy spectrum, typically a power law (∝E−γ) with

spectral index γ in a given energy interval, is estimated as
Ji ¼ ciNi=ðEΔEiÞ, with Ni the number of observed events
in differential bins of width Δ log10 Ei ¼ 0.1 and ci the
correction factors required to eliminate the biases caused by
the finite energy resolution. The size of the bins is such that
it corresponds approximately to the energy resolution in the
lowest energy bin, which starts at 2.5 × 1018 eV.
The correction factors are needed because, as the

spectrum is steep, the finite resolution causes migration
between bins, particularly from lower to higher energies,

artificially enhancing the flux. At the lowest energies, the
correction depends also on the behavior of the detection
efficiency in the energy region where the array is not fully
efficient as well as on the bias in the energy due to trigger-
selection effects.
A forward-folding approach is used to determine the

correction factors. It consists of finding the model of the
energy spectrum folded for detector effects that best
describes the data, and then using this model to calculate
the values of ci. The SD efficiency can be estimated from
the fraction of hybrid events that also satisfy the SD trigger
conditions, because above 1018 eV, the hybrid trigger
efficiency is 100% independent of primary mass [18].
The energy resolution of ESD, and the bias in its estimate,
are found from a study of the distributions of ESD=EFD. The
resolution improves from ≈20% at 2 × 1018 eV to ≈7% at
2 × 1019 eV and is constant thereafter. The bias is zero
above 2.5 × 1018 eV and increases smoothly going to
lower energies and larger zenith angles: at 1018 eV it is
≈10% at 0° and ≈30% at 60°.
Thanks to the hybrid measurements, the correction

factors are estimated avoiding any reliance on model and
primary mass assumptions. The factors are maximal at the
lowest energies, ≈8%, and less than 5% at the highest
energies available. Further details are given in [8].
The model of the energy spectrum that we used for over a

decade is a series of two power laws followed by a slow
suppression. With the current exposure, this model turns
out to describe the data poorly, as the reduced deviance is
found to be 35.6=15 [8]. Consequently, we adopt a more
complex function with a sequence of four power laws with
smooth transitions [19],
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with j ¼ iþ 1 and ωij ¼ 0.05. The ωij factors control the
widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0=12, which allows us to disfavor
the previous parametrization with 3.9σ confidence [8].
The resulting differential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is
J0 ¼ ð1.315$0.004$0.400Þ×10−18 km−2 sr−1 yr−1 eV−1.
The ankle is described by a rollover at E12 ¼
ð5.0$ 0.1$ 0.8Þ × 1018 eV, marking a hardening of the
spectrum from γ1 ¼ 3.29$ 0.02$ 0.10 to γ2 ¼ 2.51$
0.03$ 0.05. At E23 ¼ ð13$ 1$ 2Þ × 1018 eV, the spec-
trum softens from γ2 to γ3 ¼ 3.05$ 0.05$ 0.10. Finally,
the spectrum softens further above a suppression energy of
E34 ¼ ð46$ 3$ 6Þ × 1018 eV with γ4 ¼ 5.1$ 0.3$ 0.1,
confirming with higher precision previous reports of
the strong attenuation of the flux at the highest energies
[7,20,21]. The feature at E23, calling for a two-step
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as a consequence of the energy independence of the
uncertainty in the FD calibration, which makes the dom-
inant contribution.

D. ESD: Resolution and bias

Our final aim is to estimate the energy spectrum above
2.5 × 1018 eV. Still it is important to characterize the
energies below this threshold because the finite resolution
on the energies induces bin-to-bin migration effects that
affect the spectrum. In this energy range, below full
efficiency of the SD, systematic effects enter into play
on the energy estimate. While the FD quality and fiducial
cuts still guarantee the detection of showers without bias
toward one particular mass in that energy range, this is no
longer the case for the SD due to the higher efficiency of
shower detection for heavier primary nuclei [30]. Hence the
distribution of S38 below 3 × 1018 eV may no longer be
fairly averaged over the underlying mass distribution, and a
bias on ESD may result from the extrapolation of the
calibration procedure, in addition to the trigger effects that
favor positive fluctuations of S38 at a fixed energy over
negative ones. In this section, we determine these quan-
tities, denoted as σSDðE; θÞ=E for the resolution and as
bSDðE; θÞ for the bias, in a data-driven way. These
measurements allow us to characterize the SD resolution
function that will be used in several steps of the analysis
presented in the next sections. This, denoted as
κðESDjE; θÞ, is the conditional probability density function
(p.d.f.) for the measured energy ESD given that the true
value is E. It is normalized such that the event is observed at
any reconstructed energy, that is,

R
dESDκðESDjE; θÞ ¼ 1.

In the energy range of interest, we adopt a Gaussian curve,
namely:

κðESDjE; θÞ ¼
1ffiffiffiffiffiffi

2π
p

σSDðE; θÞ

× exp
"
−
ðESD − Eð1þ bSDðE; θÞÞÞ2

2σ2SDðE; θÞ

#
: ð2Þ

The estimation of bSDðE; θÞ and σSDðE; θÞ is obtained
by analyzing the ESD=EFD histograms as a function
of EFD, extending here the EFD range down to 1018 eV.
For Gaussian-distributed EFD and ESD variables, the
ESD=EFD variable follows a Gaussian ratio distribution.
For a FD resolution function with no bias and a known
resolution parameter, the searched bSDðE; θÞ and σSDðE; θÞ
are then obtained from the data. The overall FD energy
resolution is σFDðEÞ=E ≃ 7.4%. In comparison to the
number reported in Sec. II B, σFDðEÞ=E is here almost
constant over the whole energy range because it takes into
account that, at the highest energies, the same shower is
detected from different FD sites. In these cases, the energy
used in analyses is the mean of the reconstructed energies

(weighted by uncertainties) from the two (or more) mea-
surements. This accounts for the improvement in the
statistical error.
Examples of measured and fitted distributions ofESD=EFD

are shown in Fig. 4 for three energy ranges: the resulting SD
energy resolution is σSDðEÞ=E ¼ ð21.5% 0.4Þ%, ð18.2%
0.4Þ% and ð10.0% 0.8Þ% between1018 and1018.1 eV, 1018.4

and 1018.5 eV, 1019 and 1019.1 eV, respectively. The param-
eter σSDðEÞ=E is shown in Fig. 5 as a function of E: the
resolution is ≃20% at 2 × 1018 eV and tends smoothly to
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suppression, is a new observation. For all parameters and
observables presented in the text, the first error is statistical
and the second systematic.
From the measured energy spectrum one can infer the

differential energy density per dex (dex indicates decade in
log10 E, following the convention of [22]), obtained as
lnð10Þð4π=cÞE2JðEÞ. It provides a measurement of the
energy density of the local Universe attributable to cosmic
rays. Above the ankle, a range in which UHECRs are of
extragalactic origin [5], the integration over energy results
in ð5.66# 0.03# 1.40Þ × 1053 ergMpc−3. This translates
into constraints on the luminosity of the sources, as
discussed below.
A detailed examination of the systematic uncertainties of

the energy spectrum is reported in [8]. The uncertainty in
the flux amounts to 30%–40% near 2.5 × 1018 eV, 25% at
1019 eV, and 60% at the highest energies. The uncertainties
include contributions from the absolute energy scale (the
largest), the exposure, the unfolding procedure, and the
Sð1000Þ reconstruction. No indication of further systematic
uncertainties has been found from a comparison of the
spectra calculated over different time periods, seasons, and
ranges of zenith angle.

The wide declination range covered, from δ ¼ −90° to
δ ¼ þ24.8°, allows a search for dependencies of energy
spectra on declination. For this, we have divided the sky
into three declination bands of equal exposure. In each
band, the estimation of the spectrum is made as for the
whole field of view, but using unfolding-correction factors
relevant to the band in question. We report in Table I the
parameters characterizing the spectral features for each
declination range. They are seen to be in statistical agree-
ment. There is thus no obvious dependence with declina-
tion over the energy range covered. A trend for the intensity
to be slightly higher in the Southern Hemisphere is
observed [8], consistent with the anisotropy observations
[6]. We therefore claim a second new result, namely that the
energy spectrum does not vary as a function of declination
in the range accessible at the Auger Observatory other
than in the mild excess from the Southern Hemisphere
expected in line with the known energy-dependent anisot-
ropies above 8 × 1018 eV. A comparison of the spectrum
with that of Telescope Array measured in the Northern
Hemisphere is discussed in [8] and references therein.
Astrophysical implications of the features of the energy

spectrum.—We now examine the validity of models pro-
posed to explain features of UHECRs using the new
information given here and the data on mass composition
and arrival directions recently reported [5,6,23–28]. If
UHECRs are produced throughout the Universe, to reach
Earth they must cross the background photon fields
permeating the extragalactic space. In particular, the cosmic
microwave background photons induce pion production
with protons colliding at around 5 × 1019 eV and photo-
disintegration of heavier nuclei at a roughly similar thresh-
old, leading to the expectation of a spectral steepening (the
Greisen-Zatsepin-Kuzmin (GZK) effect [29]). Depending
on the energy and chemical composition of the UHECRs,
higher-energy background photons, such as infrared light,
may also be responsible of interactions producing the flux
steepening.
A popular framework has been that what is observed

comes from universal sources, uniformly distributed, that
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FIG. 1. Top: energy spectrum scaled by E2 with the number of
detected events in each energy bin. In this representation the data
provide an estimation of the differential energy density per
decade. Bottom: energy spectrum scaled by E3 fitted with a
sequence of four power laws (red line). The numbers
(i ¼ 1;…; 4) enclosed in the circles identify the energy intervals
where the spectrum is described by a power law with spectral
index γi. The shaded band indicates the statistical uncertainty of
the fit. Upper limits are at the 90% confidence level.

TABLE I. Spectral parameters in three different declination
ranges. The energies E12, E23, and E34 are given in units of
1018 eV and the normalization parameter J0 in units of
1018 km−2 sr−1 yr−1 eV−1. Uncertainties are statistical.

½−90.0°;−42.5°' ½−42.5°;−17.3°' ½−17.3°;þ24.8°'
J0 1.329# 0.007 1.306# 0.007 1.312# 0.006
γ1 3.26# 0.03 3.31# 0.03 3.30# 0.03
γ2 2.53# 0.04 2.54# 0.04 2.44# 0.05
γ3 3.1# 0.1 3.0# 0.1 3.0# 0.1
γ4 5.2# 0.4 4.4# 0.3 5.7# 0.6
E12 5.1# 0.2 4.9# 0.2 5.2# 0.2
E23 14# 2 14# 2 12# 1
E34 47# 4 37# 4 51# 4
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neutrinos. The resolution in EFD is well described by
σFDðEÞ=E ≃ 7.4% over the whole energy range [14].
Hybrid events are thus used to develop a calibration

curve such that every estimate of S38 can be assigned a
valuation of EFD. Here 3338 hybrid events surviving
rigorous quality cuts [8] are used to obtain a relationship
between S38 and EFD of the form EFD ¼ ASB38, where
A¼ð1.86$0.03Þ×1017 eV and B¼1.031$0.004. No
zenithal dependence of A or B has been found, further
validating the use of the constant intensity method [8].
Such a simple dependence is sufficient to describe the data
in full detail. The energies of the hybrid events range
from 2.5 × 1018 eV to 8 × 1019 eV. The most energetic
event, detected at all fluorescence stations, has an energy
EFD ¼ ð8.5$ 0.4Þ × 1019 eV, derived from a weighted
average of the four independent estimates of the calori-
metric energy. For this event S38 ¼ 354 VEM so that the
energy deduced from the calibration curve is ESD ≡
ASB38 ¼ ð7.9$ 0.6Þ × 1019 eV. The systematic uncertainty
in the energy assignment is about 14% over the whole
energy range [15]. This benefits from the high-precision
AIRFLY Collaboration measurement of the fluorescence
yield [16] and from an accurate data-driven estimation of
the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and B
parameters, the characterization of the atmosphere, the
reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.
To derive the energy spectrum, we use events recorded by

the SD with the largest-signal station not located on the
boundary of the array, with zenith angle θ < 60° and energy
≥2.5 × 1018 eV. These selection criteria not only ensure
adequate sampling of the shower but also allow the evalu-
ation of the aperture of the SD in a purely geometrical
manner in the regimewhere the array trigger is fully efficient
and independent of the mass or energy of the primary
particle [17]. The resulting SD dataset consists of 215030
events recorded between 1 January 2004 and 31 August
2018, from an exposure E of ð60 400$ 1810Þ km2 sr yr.
The determination of E, dependent only on the acceptance
angle, the surface area and the live time of the array, is
discussed in detail in [17].
The procedure for extracting the spectrum from the

observations, fully discussed in [8], is summarized here.
The energy spectrum, typically a power law (∝E−γ) with

spectral index γ in a given energy interval, is estimated as
Ji ¼ ciNi=ðEΔEiÞ, with Ni the number of observed events
in differential bins of width Δ log10 Ei ¼ 0.1 and ci the
correction factors required to eliminate the biases caused by
the finite energy resolution. The size of the bins is such that
it corresponds approximately to the energy resolution in the
lowest energy bin, which starts at 2.5 × 1018 eV.
The correction factors are needed because, as the

spectrum is steep, the finite resolution causes migration
between bins, particularly from lower to higher energies,

artificially enhancing the flux. At the lowest energies, the
correction depends also on the behavior of the detection
efficiency in the energy region where the array is not fully
efficient as well as on the bias in the energy due to trigger-
selection effects.
A forward-folding approach is used to determine the

correction factors. It consists of finding the model of the
energy spectrum folded for detector effects that best
describes the data, and then using this model to calculate
the values of ci. The SD efficiency can be estimated from
the fraction of hybrid events that also satisfy the SD trigger
conditions, because above 1018 eV, the hybrid trigger
efficiency is 100% independent of primary mass [18].
The energy resolution of ESD, and the bias in its estimate,
are found from a study of the distributions of ESD=EFD. The
resolution improves from ≈20% at 2 × 1018 eV to ≈7% at
2 × 1019 eV and is constant thereafter. The bias is zero
above 2.5 × 1018 eV and increases smoothly going to
lower energies and larger zenith angles: at 1018 eV it is
≈10% at 0° and ≈30% at 60°.
Thanks to the hybrid measurements, the correction

factors are estimated avoiding any reliance on model and
primary mass assumptions. The factors are maximal at the
lowest energies, ≈8%, and less than 5% at the highest
energies available. Further details are given in [8].
The model of the energy spectrum that we used for over a

decade is a series of two power laws followed by a slow
suppression. With the current exposure, this model turns
out to describe the data poorly, as the reduced deviance is
found to be 35.6=15 [8]. Consequently, we adopt a more
complex function with a sequence of four power laws with
smooth transitions [19],

JðEÞ ¼ J0
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with j ¼ iþ 1 and ωij ¼ 0.05. The ωij factors control the
widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0=12, which allows us to disfavor
the previous parametrization with 3.9σ confidence [8].
The resulting differential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is
J0 ¼ ð1.315$0.004$0.400Þ×10−18 km−2 sr−1 yr−1 eV−1.
The ankle is described by a rollover at E12 ¼
ð5.0$ 0.1$ 0.8Þ × 1018 eV, marking a hardening of the
spectrum from γ1 ¼ 3.29$ 0.02$ 0.10 to γ2 ¼ 2.51$
0.03$ 0.05. At E23 ¼ ð13$ 1$ 2Þ × 1018 eV, the spec-
trum softens from γ2 to γ3 ¼ 3.05$ 0.05$ 0.10. Finally,
the spectrum softens further above a suppression energy of
E34 ¼ ð46$ 3$ 6Þ × 1018 eV with γ4 ¼ 5.1$ 0.3$ 0.1,
confirming with higher precision previous reports of
the strong attenuation of the flux at the highest energies
[7,20,21]. The feature at E23, calling for a two-step
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neutrinos. The resolution in EFD is well described by
σFDðEÞ=E ≃ 7.4% over the whole energy range [14].
Hybrid events are thus used to develop a calibration

curve such that every estimate of S38 can be assigned a
valuation of EFD. Here 3338 hybrid events surviving
rigorous quality cuts [8] are used to obtain a relationship
between S38 and EFD of the form EFD ¼ ASB38, where
A¼ð1.86$0.03Þ×1017 eV and B¼1.031$0.004. No
zenithal dependence of A or B has been found, further
validating the use of the constant intensity method [8].
Such a simple dependence is sufficient to describe the data
in full detail. The energies of the hybrid events range
from 2.5 × 1018 eV to 8 × 1019 eV. The most energetic
event, detected at all fluorescence stations, has an energy
EFD ¼ ð8.5$ 0.4Þ × 1019 eV, derived from a weighted
average of the four independent estimates of the calori-
metric energy. For this event S38 ¼ 354 VEM so that the
energy deduced from the calibration curve is ESD ≡
ASB38 ¼ ð7.9$ 0.6Þ × 1019 eV. The systematic uncertainty
in the energy assignment is about 14% over the whole
energy range [15]. This benefits from the high-precision
AIRFLY Collaboration measurement of the fluorescence
yield [16] and from an accurate data-driven estimation of
the invisible energy [13]. Other contributions to the
uncertainty are related to the estimation of the A and B
parameters, the characterization of the atmosphere, the
reconstruction of the longitudinal profile and the FD
calibration, which provides the largest contribution.
To derive the energy spectrum, we use events recorded by

the SD with the largest-signal station not located on the
boundary of the array, with zenith angle θ < 60° and energy
≥2.5 × 1018 eV. These selection criteria not only ensure
adequate sampling of the shower but also allow the evalu-
ation of the aperture of the SD in a purely geometrical
manner in the regimewhere the array trigger is fully efficient
and independent of the mass or energy of the primary
particle [17]. The resulting SD dataset consists of 215030
events recorded between 1 January 2004 and 31 August
2018, from an exposure E of ð60 400$ 1810Þ km2 sr yr.
The determination of E, dependent only on the acceptance
angle, the surface area and the live time of the array, is
discussed in detail in [17].
The procedure for extracting the spectrum from the

observations, fully discussed in [8], is summarized here.
The energy spectrum, typically a power law (∝E−γ) with

spectral index γ in a given energy interval, is estimated as
Ji ¼ ciNi=ðEΔEiÞ, with Ni the number of observed events
in differential bins of width Δ log10 Ei ¼ 0.1 and ci the
correction factors required to eliminate the biases caused by
the finite energy resolution. The size of the bins is such that
it corresponds approximately to the energy resolution in the
lowest energy bin, which starts at 2.5 × 1018 eV.
The correction factors are needed because, as the

spectrum is steep, the finite resolution causes migration
between bins, particularly from lower to higher energies,

artificially enhancing the flux. At the lowest energies, the
correction depends also on the behavior of the detection
efficiency in the energy region where the array is not fully
efficient as well as on the bias in the energy due to trigger-
selection effects.
A forward-folding approach is used to determine the

correction factors. It consists of finding the model of the
energy spectrum folded for detector effects that best
describes the data, and then using this model to calculate
the values of ci. The SD efficiency can be estimated from
the fraction of hybrid events that also satisfy the SD trigger
conditions, because above 1018 eV, the hybrid trigger
efficiency is 100% independent of primary mass [18].
The energy resolution of ESD, and the bias in its estimate,
are found from a study of the distributions of ESD=EFD. The
resolution improves from ≈20% at 2 × 1018 eV to ≈7% at
2 × 1019 eV and is constant thereafter. The bias is zero
above 2.5 × 1018 eV and increases smoothly going to
lower energies and larger zenith angles: at 1018 eV it is
≈10% at 0° and ≈30% at 60°.
Thanks to the hybrid measurements, the correction

factors are estimated avoiding any reliance on model and
primary mass assumptions. The factors are maximal at the
lowest energies, ≈8%, and less than 5% at the highest
energies available. Further details are given in [8].
The model of the energy spectrum that we used for over a

decade is a series of two power laws followed by a slow
suppression. With the current exposure, this model turns
out to describe the data poorly, as the reduced deviance is
found to be 35.6=15 [8]. Consequently, we adopt a more
complex function with a sequence of four power laws with
smooth transitions [19],
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with j ¼ iþ 1 and ωij ¼ 0.05. The ωij factors control the
widths of the energy intervals over which the slope
transitions occur [8]. This model describes the data with
a reduced deviance 17.0=12, which allows us to disfavor
the previous parametrization with 3.9σ confidence [8].
The resulting differential energy spectrum and the fitted
function are shown in Fig. 1. The normalization is
J0 ¼ ð1.315$0.004$0.400Þ×10−18 km−2 sr−1 yr−1 eV−1.
The ankle is described by a rollover at E12 ¼
ð5.0$ 0.1$ 0.8Þ × 1018 eV, marking a hardening of the
spectrum from γ1 ¼ 3.29$ 0.02$ 0.10 to γ2 ¼ 2.51$
0.03$ 0.05. At E23 ¼ ð13$ 1$ 2Þ × 1018 eV, the spec-
trum softens from γ2 to γ3 ¼ 3.05$ 0.05$ 0.10. Finally,
the spectrum softens further above a suppression energy of
E34 ¼ ð46$ 3$ 6Þ × 1018 eV with γ4 ¼ 5.1$ 0.3$ 0.1,
confirming with higher precision previous reports of
the strong attenuation of the flux at the highest energies
[7,20,21]. The feature at E23, calling for a two-step
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Functional shape

response function. The observed changes in curvature
result from the interplay between the changes in spectral
indices occurring in fairly narrow energy windows (fixed
by the parameters ωij ¼ 0.05) and the variations in the
response function. At high energy, the coefficients tend
toward a constant as a consequence of the approximately
constancy of the resolution, because in such a regime, the
distortions induced by the effects of finite resolution result
in a simple multiplicative factor for a spectrum in power
law. Overall, the correction factors are observed to be close
to 1 over the whole energy range with a mild energy
dependence. This is a consequence of the quality of the
resolution achieved.
We use the coefficients to correct the observed number of

events to obtain the differential intensities as Ji ¼ ciJrawi .
This is shown in the left panel of Fig. 9. The values of
the differential intensities, together the detected and
corrected number of events in each energy bin are
given in Appendix D. The magnitude of the effect of

the forward-folding procedure can be appreciated from
the following summary: above 2.5 × 1018 eV, where there
are 215,030 events in the raw spectrum, there are 201,976
in the unfolded spectrum; the corresponding numbers
above 5 × 1019 eV and 1020 eV are 278 and 269, and 15
and 14, respectively. Above 5 × 1019 eV (1020 eV), the
integrated intensity of cosmic rays is ð4.5# 0.3Þ ×
10−3 km−2 yr−1 sr−1 (ð2.4þ0.9

−0.6Þ × 10−4 km−2 yr−1 sr−1).
In the right panel of Fig. 9, the fitted function JðE; s0Þ,

scaled by E3 to better appreciate the fine structures, is
shown as the solid line overlaid on the data points of the
final estimate of the spectrum. The characteristics of the
spectrum are given in Table III, with both statistical and
systematic uncertainties (for which a comprehensive dis-
cussion is given in the next section). These characteristics
are further discussed in Sec. IV D.

C. Systematic uncertainties

There are several sources of systematic uncertainties
which affect the measurement of the energy spectrum, as
illustrated in Fig. 10.

 [eV]E
1910 2010

]-1
 eV-1

 sr-1
 yr-2

 [k
m

J(E
)

25−10

24−10

23−10

22−10

21−10

20−10

19−10

18−10

 [eV]E
1910 2010

]2
 eV-1

 sr-1
 yr-2

 [k
m

3 E
×)E(J

3710

3810

FIG. 9. Left: energy spectrum. The error bars represent statistical uncertainties. Right: energy spectrum scaled by E3 and fitted with the
function given by Eq. (9) with ωij ¼ 0.05 (solid line). The shaded band indicates the statistical uncertainty of the fit.

TABLE III. Best-fit parameters, with statistical and systematic
uncertainties, for the energy spectrum measured at the Pierre
Auger Observatory.

parameter value #σstat # σsys:

J0 [km−2 sr−1 yr−1 eV−1] ð1.315# 0.004# 0.400Þ × 10−18

γ1 3.29# 0.02# 0.10
γ2 2.51# 0.03# 0.05
γ3 3.05# 0.05# 0.10
γ4 5.1# 0.3# 0.1
E12 [eV] (ankle) ð5.0# 0.1# 0.8Þ × 1018

E23 [eV] ð13# 1# 2Þ × 1018

E34 [eV] (suppression) ð46# 3# 6Þ × 1018
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FIG. 8. Unfolding correction factor applied to the measured
spectrum to account for the detector effects as a function of the
cosmic-ray energy.
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to the average of 0.273! 0.002 km−2 sr−1 yr−1 is around
2% for spring. To look for long term effects we have
divided the data into 5 subsamples of equal number of
events ordered in time. The integrated intensities above
1019 eV (corresponding to 16737 raw events) are ð0.258;
0.272; 0.280; 0.280; 0.275Þ ! 0.005 km−2 sr−1 yr−1, with a
maximum deviation of 5% with respect to the average value
(¼ 0.273! 0.002 km−2 sr−1 yr−1). The largest deviation is
in the first period (Jan 2004—Nov 2008) when the array
was still under construction.
The total systematic uncertainty, which is dominated by

the uncertainty on the energy scale, is obtained by the
quadratic sum of the described contributions and is
depicted as a dashed red line in Fig. 10.
The systematic uncertainties on the spectral parameters

are also obtained adding in quadrature all the contributions
above described, and are shown in Table III. The uncer-
tainties in the energy of the features (Eij) and in the
normalization parameter (J0) are dominated by the uncer-
tainty in the energy scale. On the other hand, those on the
spectral indexes are also impacted by the other sources of
systematic uncertainties.

D. Discussion of the spectral features

The unfolded spectrum shown in Fig. 9 can be described
using four power laws as detailed in Table III and
equation (9). The well-known features of the ankle and
the steepening are very clearly evident. The spectral index,
γ3, used to describe the new feature identified above

1.3 × 1019 eV, differs from the index at lower energies,
γ2, by ≈4σ and from that in the highest energy region, γ4,
by ≈5σ.
The representation of our data, and similar sets of

spectral data, using spectral indices is long-established
although, of course, it is unlikely that Nature generates
exact power laws. Furthermore these quantities are not
usually derived from phenomenologically based predic-
tions. Rather it is customary to compare measurements to
such outputs on a point-by-point basis (e.g., [45,46]).
Accordingly, the data of Fig. 9 are listed in Table VI.
An alternative manner of presentation of the data is

shown in Fig. 12 where spectral indices have been
computed over small ranges of energy (each point is
computed for 3 bins at low energies growing to 6 at the
highest energies). The impact of the unfolding procedure is
most clearly seen at the lowest energies (where the energy
resolution is less good): the effect of the unfolding
procedure is to sharpen the ankle feature. It is also clear
from Fig. 12 that slopes are constant only over narrow
ranges of energy, one of which embraces the new feature
starting just beyond 1019 eV. Above ≈5 × 1019 eV, where
the spectrum begins to soften sharply, it appears that γ rises
steadily up to the highest energies observed. However, as
beyond this energy there are only 278 events, an under-
standing of the detailed behaviour of the slope with energy
must await further exposure.

V. THE DECLINATION DEPENDENCE OF THE
ENERGY SPECTRUM

In the previous section, the energy spectrum was
estimated over the entire field of view, using the local
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reduce the statistical fluctuations, are increased to 6 bins at the
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horizon and zenith at the observatory site to define the local
zenithal and azimuth angles ðθ;φÞ. Alternatively, we can
make use of the fixed equatorial coordinates, right ascen-
sion and declination ðα; δÞ, aligned with the equator and
poles of the Earth, for the same purpose. The wide range of
declinations covered by using events with zenith angles up
to 60°, from δ ¼ −90° to δ ≃þ24.8° (covering 71% of the
sky), allows a search for dependencies of the energy
spectrum on declination. We present below the determi-
nation of the energy spectrum in three declination bands
and discuss the results.
For each declination band under consideration, labelled

as k, the energy spectrum is estimated as

Jik ¼
Nikcik
EkΔEi

; ð10Þ

where Nik and cik stand for the number of events and the
correction factors in the energy bin ΔEi and in the
declination band considered k, and Ek is the exposure
restricted to the declination band k. For this study, the
observed part of the sky is divided into declination bands
with equal exposure, Ek ¼ E=3. The correction factors are
inferred from a forward-folding procedure identical to
that described in Sec. IV, except that the response matrix
is adapted to each declination band (for details see
Appendix C).
The intervals in declination that guarantee that the

exposure of the bands are each E=3 are determined by
integrating the directional exposure function, ωðδÞ, derived
in Appendix E, over the declination so as to satisfy

R δk
δk−1

dδ cos δωðδÞ
R δ3
δ0
dδ cos δωðδÞ

¼ 1

3
; ð11Þ

where δ0 ¼ −π=2 and δ3 ¼ þ24.8°. Numerically, it is
found that δ1 ¼ −42.5° and δ2 ¼ −17.3°.
The resulting spectra (scaled by E3) are shown in the left

panel of Fig. 13. For reference, the best fit of the spectrum
obtained in section IV B is shown as the black line. No
strong dependence of the fluxes on declination is observed.
To examine small differences, a ratio plot is shown in the

right panel by taking the energy spectrum observed in the
whole field of view as the reference. A weighted-average
over wider energy bins is performed to avoid large
statistical fluctuations preventing an accurate visual appre-
ciation. For each energy, the data points are observed to be
in statistical agreement with each other. Note that the same
conclusions hold when analyzing data in terms of integral
intensities, as evidenced for instance in Table IV above
8 × 1018 eV. Similar statistical agreements are found above
other energy thresholds. Hence this analysis provides no
evidence for a strong declination dependence of the energy
spectrum.
A 4.6% first-harmonic variation in the flux in right

ascension has been observed in the energy bins above
8 × 1018 eV shown in the right panel of Fig. 13 [47]. It is
thus worth relating the data points reported here to these
measurements that are interpreted as dipole anisotropies.
The technical details to establish these relationships are
given in Appendix E.

TABLE IV. Integral intensity above 8 × 1018 eV in the three
declination bands considered.

Declination band Integral intensity [km−2 yr−1 sr−1]

−90.0° ≤ δ < −42.5° ð4.17% 0.04Þ × 10−1

−42.5° ≤ δ < −17.3° ð4.11% 0.04Þ × 10−1

−17.3° ≤ δ < þ24.8° ð4.11% 0.04Þ × 10−1
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FIG. 13. Left: Energy spectra in three declination bands of equal exposure. Right: Ratio of the declination-band spectra to that of the
full field-of-view. The horizontal lines show the expectation from the observed dipole [47]. An artificial shift of %5% is applied to the
energies in the x-axis of the northernmost/southernmost declination spectra to make it easier to identify the different data points.
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horizon and zenith at the observatory site to define the local
zenithal and azimuth angles ðθ;φÞ. Alternatively, we can
make use of the fixed equatorial coordinates, right ascen-
sion and declination ðα; δÞ, aligned with the equator and
poles of the Earth, for the same purpose. The wide range of
declinations covered by using events with zenith angles up
to 60°, from δ ¼ −90° to δ ≃þ24.8° (covering 71% of the
sky), allows a search for dependencies of the energy
spectrum on declination. We present below the determi-
nation of the energy spectrum in three declination bands
and discuss the results.
For each declination band under consideration, labelled

as k, the energy spectrum is estimated as

Jik ¼
Nikcik
EkΔEi

; ð10Þ

where Nik and cik stand for the number of events and the
correction factors in the energy bin ΔEi and in the
declination band considered k, and Ek is the exposure
restricted to the declination band k. For this study, the
observed part of the sky is divided into declination bands
with equal exposure, Ek ¼ E=3. The correction factors are
inferred from a forward-folding procedure identical to
that described in Sec. IV, except that the response matrix
is adapted to each declination band (for details see
Appendix C).
The intervals in declination that guarantee that the

exposure of the bands are each E=3 are determined by
integrating the directional exposure function, ωðδÞ, derived
in Appendix E, over the declination so as to satisfy

R δk
δk−1

dδ cos δωðδÞ
R δ3
δ0
dδ cos δωðδÞ

¼ 1

3
; ð11Þ

where δ0 ¼ −π=2 and δ3 ¼ þ24.8°. Numerically, it is
found that δ1 ¼ −42.5° and δ2 ¼ −17.3°.
The resulting spectra (scaled by E3) are shown in the left

panel of Fig. 13. For reference, the best fit of the spectrum
obtained in section IV B is shown as the black line. No
strong dependence of the fluxes on declination is observed.
To examine small differences, a ratio plot is shown in the

right panel by taking the energy spectrum observed in the
whole field of view as the reference. A weighted-average
over wider energy bins is performed to avoid large
statistical fluctuations preventing an accurate visual appre-
ciation. For each energy, the data points are observed to be
in statistical agreement with each other. Note that the same
conclusions hold when analyzing data in terms of integral
intensities, as evidenced for instance in Table IV above
8 × 1018 eV. Similar statistical agreements are found above
other energy thresholds. Hence this analysis provides no
evidence for a strong declination dependence of the energy
spectrum.
A 4.6% first-harmonic variation in the flux in right

ascension has been observed in the energy bins above
8 × 1018 eV shown in the right panel of Fig. 13 [47]. It is
thus worth relating the data points reported here to these
measurements that are interpreted as dipole anisotropies.
The technical details to establish these relationships are
given in Appendix E.

TABLE IV. Integral intensity above 8 × 1018 eV in the three
declination bands considered.

Declination band Integral intensity [km−2 yr−1 sr−1]

−90.0° ≤ δ < −42.5° ð4.17% 0.04Þ × 10−1

−42.5° ≤ δ < −17.3° ð4.11% 0.04Þ × 10−1

−17.3° ≤ δ < þ24.8° ð4.11% 0.04Þ × 10−1
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horizon and zenith at the observatory site to define the local
zenithal and azimuth angles ðθ;φÞ. Alternatively, we can
make use of the fixed equatorial coordinates, right ascen-
sion and declination ðα; δÞ, aligned with the equator and
poles of the Earth, for the same purpose. The wide range of
declinations covered by using events with zenith angles up
to 60°, from δ ¼ −90° to δ ≃þ24.8° (covering 71% of the
sky), allows a search for dependencies of the energy
spectrum on declination. We present below the determi-
nation of the energy spectrum in three declination bands
and discuss the results.
For each declination band under consideration, labelled

as k, the energy spectrum is estimated as

Jik ¼
Nikcik
EkΔEi

; ð10Þ

where Nik and cik stand for the number of events and the
correction factors in the energy bin ΔEi and in the
declination band considered k, and Ek is the exposure
restricted to the declination band k. For this study, the
observed part of the sky is divided into declination bands
with equal exposure, Ek ¼ E=3. The correction factors are
inferred from a forward-folding procedure identical to
that described in Sec. IV, except that the response matrix
is adapted to each declination band (for details see
Appendix C).
The intervals in declination that guarantee that the

exposure of the bands are each E=3 are determined by
integrating the directional exposure function, ωðδÞ, derived
in Appendix E, over the declination so as to satisfy

R δk
δk−1

dδ cos δωðδÞ
R δ3
δ0
dδ cos δωðδÞ

¼ 1

3
; ð11Þ

where δ0 ¼ −π=2 and δ3 ¼ þ24.8°. Numerically, it is
found that δ1 ¼ −42.5° and δ2 ¼ −17.3°.
The resulting spectra (scaled by E3) are shown in the left

panel of Fig. 13. For reference, the best fit of the spectrum
obtained in section IV B is shown as the black line. No
strong dependence of the fluxes on declination is observed.
To examine small differences, a ratio plot is shown in the

right panel by taking the energy spectrum observed in the
whole field of view as the reference. A weighted-average
over wider energy bins is performed to avoid large
statistical fluctuations preventing an accurate visual appre-
ciation. For each energy, the data points are observed to be
in statistical agreement with each other. Note that the same
conclusions hold when analyzing data in terms of integral
intensities, as evidenced for instance in Table IV above
8 × 1018 eV. Similar statistical agreements are found above
other energy thresholds. Hence this analysis provides no
evidence for a strong declination dependence of the energy
spectrum.
A 4.6% first-harmonic variation in the flux in right

ascension has been observed in the energy bins above
8 × 1018 eV shown in the right panel of Fig. 13 [47]. It is
thus worth relating the data points reported here to these
measurements that are interpreted as dipole anisotropies.
The technical details to establish these relationships are
given in Appendix E.

TABLE IV. Integral intensity above 8 × 1018 eV in the three
declination bands considered.

Declination band Integral intensity [km−2 yr−1 sr−1]

−90.0° ≤ δ < −42.5° ð4.17% 0.04Þ × 10−1

−42.5° ≤ δ < −17.3° ð4.11% 0.04Þ × 10−1

−17.3° ≤ δ < þ24.8° ð4.11% 0.04Þ × 10−1
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horizon and zenith at the observatory site to define the local
zenithal and azimuth angles ðθ;φÞ. Alternatively, we can
make use of the fixed equatorial coordinates, right ascen-
sion and declination ðα; δÞ, aligned with the equator and
poles of the Earth, for the same purpose. The wide range of
declinations covered by using events with zenith angles up
to 60°, from δ ¼ −90° to δ ≃þ24.8° (covering 71% of the
sky), allows a search for dependencies of the energy
spectrum on declination. We present below the determi-
nation of the energy spectrum in three declination bands
and discuss the results.
For each declination band under consideration, labelled

as k, the energy spectrum is estimated as

Jik ¼
Nikcik
EkΔEi

; ð10Þ

where Nik and cik stand for the number of events and the
correction factors in the energy bin ΔEi and in the
declination band considered k, and Ek is the exposure
restricted to the declination band k. For this study, the
observed part of the sky is divided into declination bands
with equal exposure, Ek ¼ E=3. The correction factors are
inferred from a forward-folding procedure identical to
that described in Sec. IV, except that the response matrix
is adapted to each declination band (for details see
Appendix C).
The intervals in declination that guarantee that the

exposure of the bands are each E=3 are determined by
integrating the directional exposure function, ωðδÞ, derived
in Appendix E, over the declination so as to satisfy

R δk
δk−1

dδ cos δωðδÞ
R δ3
δ0
dδ cos δωðδÞ

¼ 1

3
; ð11Þ

where δ0 ¼ −π=2 and δ3 ¼ þ24.8°. Numerically, it is
found that δ1 ¼ −42.5° and δ2 ¼ −17.3°.
The resulting spectra (scaled by E3) are shown in the left

panel of Fig. 13. For reference, the best fit of the spectrum
obtained in section IV B is shown as the black line. No
strong dependence of the fluxes on declination is observed.
To examine small differences, a ratio plot is shown in the

right panel by taking the energy spectrum observed in the
whole field of view as the reference. A weighted-average
over wider energy bins is performed to avoid large
statistical fluctuations preventing an accurate visual appre-
ciation. For each energy, the data points are observed to be
in statistical agreement with each other. Note that the same
conclusions hold when analyzing data in terms of integral
intensities, as evidenced for instance in Table IV above
8 × 1018 eV. Similar statistical agreements are found above
other energy thresholds. Hence this analysis provides no
evidence for a strong declination dependence of the energy
spectrum.
A 4.6% first-harmonic variation in the flux in right

ascension has been observed in the energy bins above
8 × 1018 eV shown in the right panel of Fig. 13 [47]. It is
thus worth relating the data points reported here to these
measurements that are interpreted as dipole anisotropies.
The technical details to establish these relationships are
given in Appendix E.

TABLE IV. Integral intensity above 8 × 1018 eV in the three
declination bands considered.

Declination band Integral intensity [km−2 yr−1 sr−1]

−90.0° ≤ δ < −42.5° ð4.17% 0.04Þ × 10−1

−42.5° ≤ δ < −17.3° ð4.11% 0.04Þ × 10−1

−17.3° ≤ δ < þ24.8° ð4.11% 0.04Þ × 10−1
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• GZK model at odds with new feature

• Absence of declination dependenc 
⇒ Disfavors local source emitting protons


• Ilustrative model:

• At source Emax ~ Z   

i.e. heavier elements at high energies  
(in concordance with recent Auger results)


• Combined fit with Xmax data (EPOS LHC)

• Sources stationary and uniform  

in coming volume


‣ Hard injection spectra

‣ EHe/ECNO=3.4±0.3

‣ Subdominant light contribution  

not excluded




Summary
• Five independent measurements  

using either SD and FD


• Using same energy scale derived from FD:  
Syst. uncertainty of 14% 


• Combined spectrum covering  
range from 1016.5 eV to 1020 eV 
using data collected over almost 15 years


• New feature identified due to high 
statistics  
and precision of measurement


• New AugerPrime data will allow for  
composition selected analyses
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horizon and zenith at the observatory site to define the local
zenithal and azimuth angles ðθ;φÞ. Alternatively, we can
make use of the fixed equatorial coordinates, right ascen-
sion and declination ðα; δÞ, aligned with the equator and
poles of the Earth, for the same purpose. The wide range of
declinations covered by using events with zenith angles up
to 60°, from δ ¼ −90° to δ ≃þ24.8° (covering 71% of the
sky), allows a search for dependencies of the energy
spectrum on declination. We present below the determi-
nation of the energy spectrum in three declination bands
and discuss the results.
For each declination band under consideration, labelled

as k, the energy spectrum is estimated as

Jik ¼
Nikcik
EkΔEi

; ð10Þ

where Nik and cik stand for the number of events and the
correction factors in the energy bin ΔEi and in the
declination band considered k, and Ek is the exposure
restricted to the declination band k. For this study, the
observed part of the sky is divided into declination bands
with equal exposure, Ek ¼ E=3. The correction factors are
inferred from a forward-folding procedure identical to
that described in Sec. IV, except that the response matrix
is adapted to each declination band (for details see
Appendix C).
The intervals in declination that guarantee that the

exposure of the bands are each E=3 are determined by
integrating the directional exposure function, ωðδÞ, derived
in Appendix E, over the declination so as to satisfy

R δk
δk−1

dδ cos δωðδÞ
R δ3
δ0
dδ cos δωðδÞ

¼ 1

3
; ð11Þ

where δ0 ¼ −π=2 and δ3 ¼ þ24.8°. Numerically, it is
found that δ1 ¼ −42.5° and δ2 ¼ −17.3°.
The resulting spectra (scaled by E3) are shown in the left

panel of Fig. 13. For reference, the best fit of the spectrum
obtained in section IV B is shown as the black line. No
strong dependence of the fluxes on declination is observed.
To examine small differences, a ratio plot is shown in the

right panel by taking the energy spectrum observed in the
whole field of view as the reference. A weighted-average
over wider energy bins is performed to avoid large
statistical fluctuations preventing an accurate visual appre-
ciation. For each energy, the data points are observed to be
in statistical agreement with each other. Note that the same
conclusions hold when analyzing data in terms of integral
intensities, as evidenced for instance in Table IV above
8 × 1018 eV. Similar statistical agreements are found above
other energy thresholds. Hence this analysis provides no
evidence for a strong declination dependence of the energy
spectrum.
A 4.6% first-harmonic variation in the flux in right

ascension has been observed in the energy bins above
8 × 1018 eV shown in the right panel of Fig. 13 [47]. It is
thus worth relating the data points reported here to these
measurements that are interpreted as dipole anisotropies.
The technical details to establish these relationships are
given in Appendix E.

TABLE IV. Integral intensity above 8 × 1018 eV in the three
declination bands considered.

Declination band Integral intensity [km−2 yr−1 sr−1]

−90.0° ≤ δ < −42.5° ð4.17% 0.04Þ × 10−1

−42.5° ≤ δ < −17.3° ð4.11% 0.04Þ × 10−1

−17.3° ≤ δ < þ24.8° ð4.11% 0.04Þ × 10−1
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FIG. 13. Left: Energy spectra in three declination bands of equal exposure. Right: Ratio of the declination-band spectra to that of the
full field-of-view. The horizontal lines show the expectation from the observed dipole [47]. An artificial shift of %5% is applied to the
energies in the x-axis of the northernmost/southernmost declination spectra to make it easier to identify the different data points.
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Upgrade of Auger Observatory: AugerPrime

Ongoing upgrade AugerPrime 
(scintillators and radio antennas)

15% duty cycle

100% duty cycle

Vertical showers: 
scintillators and water- 
Cherenkov detectors:  
em. particles vs. µ

Inclined showers: 
radio antennas: E 
water-Cherenkov: µ

(AugerPrime design report 1604.03637)

 
6

Radio Upgrade Implementation*

*For radio upgrade development, see dedicated session/talks

Integration of upgrade data into SEvent? No

 Want to use the same modules for 
AERA and for the radio upgrade

Why:

Need:
 Links from SEvent/SDetector to 
REvent/RDetector needed (analogous 
to MD), e.g.
If RD antenna associated with an 
SD station, detector information 
must be accessed through 
SDetector

 Distinction between AERA, radio 
upgrade, and SD stations needed 
(bumping RD station IDs, station type 
enum, etc.)

 Calibration data sent with event
(details of calibration to be settled upon)

 Detector description may 
change with respect to AERA
 Possibly sent with event

•Scintillators (3.8 m2) and  
radio antenna on top  
of each array detector 

•Composition measurement  
up to 1020 eV 

•Composition selected anisotropy 
•Particle physics with air showers



AugerPrime — Advent of multi-hybrid data
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AugerPrime – First data of SSD pre-production array 
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Complementary data will 

allow to do composition 

selected analyses 
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SD energy estimator for vertical events

28

S(r) = S(ropt)f(r)

1500 m array: 
750 m array:

S(ropt) = S1000

S(ropt) = S450

θ-dependence (attenuation in atmosphere)  
corrected for using CIC

Vertical SD events - Constant Intensity Cut

Attenuation in atmosphere
) zenith angle dependent

energy estimator S(1000)

Exploit CIC hypothesis
) Correction completely

determined from data,
No energy dependence above
⇡ 20 VEM ⇡ 6 EeV
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therefore a θ-independent shower-size estimator (S38). It
can be thought of as being the Sð1000Þ that a shower would
have produced had it arrived at 38°, the median angle from
the zenith. The small anisotropies in the arrival directions
and the zenithal dependence of the resolution on S38 do not
alter the validity of the CIC method in the energy range
considered here, as shown in Appendix A.
In practice, a histogram of the data is first built in cos2 θ

to ensure equal exposure; then the events are ordered by
Sð1000Þ in each bin. For an intensity high enough to
guarantee full efficiency, the set of Sð1000Þ values, each
corresponding to the Nth largest signal in the associated
cos2 θ bin, provides an empirical estimate of the attenuation
curve. Because the mass of each cosmic-ray particle cannot
be determined on an event-by-event basis, the attenuation
curve inferred in this way is an effective one, given the
different species that contribute at each intensity threshold.
The resulting data points are fitted with a third-degree
polynomial, Sð1000Þ ¼ S38ð1þ axþ bx2 þ cx3Þ, where
x ¼ cos2 θ − cos2 38°. Fits are shown in the top panel of
Fig. 2 for three different intensity thresholds corresponding
to I1 ¼ 2.91 × 104 sr−1, I2 ¼ 4.56 × 103 sr−1 and I3 ¼
6.46 × 102 sr−1 at 38°. The attenuation is plotted as a
function of sec θ to exhibit the dependence on the thickness
of atmosphere traversed. The uncertainties in each data
point follow from the number of events above the selected
Sð1000Þ values. The Nth largest signal in each bin is a
realization of a random variable distributed as an order-
statistic variable where the total number of ordered events
in the cos2 θ bin is itself a Poisson random variable. Within
a precision better than 1%, the standard deviation of the
random variable can be approximated through a straight-
forward Poisson propagation of uncertainties, namely
ΔSðNÞ ≃ ðSðN þ

ffiffiffiffi
N

p
Þ − SðN −

ffiffiffiffi
N

p
ÞÞ=2. The number of

bins is adapted to the available number of events for each
intensity threshold, from 27 for I1 so as to guarantee a

resolution on the number of events of 1% in each bin, to 8
for I3 so as to guarantee a resolution of 4%.
The curves shown in Fig. 2 are largely shaped by the

electromagnetic contribution to Sð1000Þ which, once the
shower development has passed itsmaximum, decreaseswith
the zenith angle because of attenuation in the increased
thickness of atmosphere. The muonic component starts to
dominate at large angles, which explains the flattening of the
curves. In the bottom panel, the curves are normalized to 1 at
38° to exhibit the differences for the selected intensity
thresholds. Some dependence with the intensity thresholds,
and thuswith the energy thresholds, is observed at high zenith
angles: high-energy showers appearmore attenuated than low
energy ones. This results from the interplay between themass
composition and the muonic-to-electromagnetic signal ratio
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FIG. 1. Integral intensity above Sð1000Þ thresholds, for differ-
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FIG. 2. Top: Sð1000Þ attenuation as a function of sec θ, as
derived from the CIC method, for different intensity thresholds
(see text). Bottom: Same attenuation curves, normalized to 1 at
θ ¼ 38° (note that sec 38° ≈ 1.269), to exhibit the differences for
the three different intensity thresholds. The intensity thresholds
are I1 ¼ 2.91 × 104sr−1, I2 ¼ 4.56 × 103 sr−1 and I3 ¼ 6.46 ×
102 sr−1 at 38°. Anticipating the conversion from intensity to
energy, these correspond roughly to 3 × 1018 eV, 8 × 1018 eV
and 2 × 1019 eV, respectively.
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Lateral distribution

Erec = f(S1000, ✓)
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Energy resolution

as a consequence of the energy independence of the
uncertainty in the FD calibration, which makes the dom-
inant contribution.

D. ESD: Resolution and bias

Our final aim is to estimate the energy spectrum above
2.5 × 1018 eV. Still it is important to characterize the
energies below this threshold because the finite resolution
on the energies induces bin-to-bin migration effects that
affect the spectrum. In this energy range, below full
efficiency of the SD, systematic effects enter into play
on the energy estimate. While the FD quality and fiducial
cuts still guarantee the detection of showers without bias
toward one particular mass in that energy range, this is no
longer the case for the SD due to the higher efficiency of
shower detection for heavier primary nuclei [30]. Hence the
distribution of S38 below 3 × 1018 eV may no longer be
fairly averaged over the underlying mass distribution, and a
bias on ESD may result from the extrapolation of the
calibration procedure, in addition to the trigger effects that
favor positive fluctuations of S38 at a fixed energy over
negative ones. In this section, we determine these quan-
tities, denoted as σSDðE; θÞ=E for the resolution and as
bSDðE; θÞ for the bias, in a data-driven way. These
measurements allow us to characterize the SD resolution
function that will be used in several steps of the analysis
presented in the next sections. This, denoted as
κðESDjE; θÞ, is the conditional probability density function
(p.d.f.) for the measured energy ESD given that the true
value is E. It is normalized such that the event is observed at
any reconstructed energy, that is,

R
dESDκðESDjE; θÞ ¼ 1.

In the energy range of interest, we adopt a Gaussian curve,
namely:

κðESDjE; θÞ ¼
1ffiffiffiffiffiffi

2π
p

σSDðE; θÞ

× exp
"
−
ðESD − Eð1þ bSDðE; θÞÞÞ2

2σ2SDðE; θÞ

#
: ð2Þ

The estimation of bSDðE; θÞ and σSDðE; θÞ is obtained
by analyzing the ESD=EFD histograms as a function
of EFD, extending here the EFD range down to 1018 eV.
For Gaussian-distributed EFD and ESD variables, the
ESD=EFD variable follows a Gaussian ratio distribution.
For a FD resolution function with no bias and a known
resolution parameter, the searched bSDðE; θÞ and σSDðE; θÞ
are then obtained from the data. The overall FD energy
resolution is σFDðEÞ=E ≃ 7.4%. In comparison to the
number reported in Sec. II B, σFDðEÞ=E is here almost
constant over the whole energy range because it takes into
account that, at the highest energies, the same shower is
detected from different FD sites. In these cases, the energy
used in analyses is the mean of the reconstructed energies

(weighted by uncertainties) from the two (or more) mea-
surements. This accounts for the improvement in the
statistical error.
Examples of measured and fitted distributions ofESD=EFD

are shown in Fig. 4 for three energy ranges: the resulting SD
energy resolution is σSDðEÞ=E ¼ ð21.5% 0.4Þ%, ð18.2%
0.4Þ% and ð10.0% 0.8Þ% between1018 and1018.1 eV, 1018.4

and 1018.5 eV, 1019 and 1019.1 eV, respectively. The param-
eter σSDðEÞ=E is shown in Fig. 5 as a function of E: the
resolution is ≃20% at 2 × 1018 eV and tends smoothly to
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FIG. 4. Ratio distribution of the SD energy, ESD, to the FD
energy, EFD, from the selected data sample, for three energy
ranges. The distributions are all normalized to unity to better
underline the difference in their shape. The total number of events
for each distribution is 2367, 1261 and 186 from the lower to the
higher energy bin, respectively.
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FIG. 5. Resolution of the SD as a function of energy. The
measurements with their statistical uncertainties are shown with
points and error bars. The fitted parametrization is depicted with
the continuous line and its statistical uncertainty is shown as a
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(dotted-dashed line).
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Zenith dependent bias

≃7% above 2 × 1019 eV. Note that no significant zenithal
dependence has been observed. The bias parameterbSDðE; θÞ
is illustrated in Fig. 6 as a function of the zenith angle for four
different energy ranges. The net result of the analysis is a bias
larger than 10% at 1018 eV, going smoothly to zero in the
regime of full efficiency.
Note that the selection effects inherent in the FD field of

view induce different samplings of hybrid and SD showers
with respect to shower age at a fixed zenith angle and at a
fixed energy. These selection cuts also impact the zenithal
distribution of the showers. Potentially, the hybrid sample
may thus not be a fair sample of the bulk of SD events. This
may lead to some misestimation of the SD resolution
determined in the data-driven manner presented above. We
have checked, using end-to-end Monte-Carlo simulations
of the observatory operating in the hybrid mode, that the
particular quality and fiducial cuts used to select the hybrid
sample do not introduce significant distortions to the
measurements of σSDðEÞ shown in Fig. 5: the ratio between
the hybrid and SD standard deviations of the reconstructed
energy histograms remain within 10% (low energies) and
5% (high energies) whatever the assumption on the mass
composition. There is thus a considerable benefit in relying
on the hybrid measurements,to avoid any reliance on mass
assumptions when determining the bias and resolution
factors.
From the measurements, a convenient parametrization of

the resolution is

σSDðEÞ
E

¼ σ0 þ σ1 exp
!
−

E
Eσ

"
; ð3Þ

where the values of the parameters are obtained from a fit to
the data: σ0 ¼ 0.078, σ1 ¼ 0.16, and Eσ ¼ 6.6 × 1018 eV.

The function and its statistical uncertainty from the fit are
shown in Fig. 5. It is worth noting that this parameterization
accounts for both the detector resolution and the shower-to-
shower fluctuations. Finally, a detailed study of the
systematic uncertainties on this parametrization leads to
an overall relative uncertainty of about 10% at 1018 eV and
increasing with energy to about 17% at the highest
energies. It accounts for the selection effects inherent to
the FD field of view previously addressed, the uncertainty
in the FD resolution and the statistical uncertainty in the
fitted parametrization.
The bias, also parametrized as a function of the energy,

includes an additional angular dependence:

bSDðE; θÞ ¼ ðb0 þ b1 exp ð−λbðcos θ − 0.5ÞÞÞ log10
!
E%
E

"
;

ð4Þ

for log10 ðE=eVÞ ≤ log10 ðE%=eVÞ ¼ 18.4, and bSD ¼ 0
otherwise. Here, b0 ¼ 0.20, b1 ¼ 0.59 and λb ¼ 10.0.
The parameters are obtained in a two steps process:
we first perform a fit to extract the zenith-angle dependence
in different energy intervals prior to determining the energy
dependence of the parameters. Examples of the results of
the fit to the data are shown in Fig. 6. The relative
uncertainty in these parameters is estimated to be within
15%, considering the largest uncertainties of the data
points displayed in the figure. This is a conservative
estimate compared to that obtained from the fit, but this
enables us to account for systematic changes that would
have occurred had we chosen another functional shape for
the parametrization.
The two parametrizations of Eqs. (3) and (4) are

sufficient to characterize the Gaussian resolution function
of the SD in the energy range discussed here.

IV. DETERMINATION OF THE
ENERGY SPECTRUM

In this section, we describe the measurement of the
energy spectrum, JðEÞ. Over parts of the energy range, we
will describe it using JðEÞ ∝ E−γ , where γ is the spectral
index. In Sec. IVA, we present the initial estimate of the
energy spectrum, dubbed the “raw spectrum,” after explain-
ing how we determine the SD efficiency, the exposure and
the energy threshold for the measurement. In Sec. IV B, we
describe the procedure used to correct the raw spectrum for
detector effects, which also allows us to infer the spectral
characteristics. The study of potential systematic effects is
summarized in Sec. IV C, prior to a discussion of the
features of the spectrum in Sec. IV D.

A. The raw spectrum

An initial estimation of the differential energy spectrum
is made by counting the number of observed events, Ni, in
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FIG. 6. Relative bias parameters of the SD as a function of the
zenith angle, for four different energy ranges. The results of the fit
of the ESD=EFD distributions with the statistical uncertainties are
shown with symbols and error bars, while the fitted parametriza-
tion is shown with lines.
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Absolute fluorescence yield 3,4 %

Fluores. spectrum and quenching param. 1,1 %

Sub total (Fluorescence Yield) 3,6 %
Aerosol optical depth 3 % — 6 %

Aerosol phase function 1 %

Wavelength dependence of aerosol scattering 0,5 %

Atmospheric density profile 1 %

Sub total (Atmosphere) 3,4 % — 6,2 %
Absolute FD calibration 9 %

Nightly relative calibration 2 %

Optical efficiency 3,5 %

Sub total (FD calibration) 9,9 %
Folding with point spread function 5 %

Multiple scattering model 1 %

Simulation bias 2 %

Constraints in the Gaisser-Hillas fit 1 % — 3,5 %
Sub total (FD profile rec.) 5,6 % — 6,5 %

Invisible energy 1,5 % — 3 %
Statistical error of the SD calib. fit 0,7 % — 1,8%

Stability of the energy scale 5 %

TOTAL 14 %

Largest contribution  
from FD calibration 

Total uncertainty: 14% 
≈ energy independent 

1500 m array θ < 60°


