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In a nutshell (1)

bwHPC = High Performance Computing (HPC), 
Data Intensive Computing (DIC) and
Large Scale Scientific Data Management (LS2DM)
in Baden-Württemberg
= bw HPC DIC LS2DM

= Implementation strategy

bwHPC and bwHPC-S508.11.2021

Members:

Federated IT services
and

science support
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In a nutshell (2)

bwHPC = Implementation strategy concerning:
Advancing IT infrastructure & services:

Supporting Users / Science
by projects

bwHPC and bwHPC-S508.11.2021
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In a nutshell (3)

bwHPC-S5 = Supporting users &

Bridging science and bwHPC IT services

= Scientific Simulation and Storage Support Services

= state project in 3 phases (2018 – 2025), currently in the 2nd

bwHPC and bwHPC-S508.11.2021

= bwHPC competence centers = portals & services
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HPC/Storage: Status & Outlook

bwForCluster JUSTUS 2 (07/2020):
Computational Chemistry,

Quantum Sciences

bwForCluster BinAC (11/2016):
Bioinformatis, Astrophysics, Geosciences
Successor: BinAC 2, approved by DFG

bwForCluster NEMO (09/2016):
NeuroSc, Micro Systems Eng., Elementary

Particle Phys., 
Successor: NEMO 2, approved by DFG

bwUniCluster 2.0 (03/2020):
General purpose,

Teaching & Education

bwForCluster MLS&WISO (10/2015):
Structural and Systems Biology, Medical 

Science, Comp. Humanities & Soft Matter
Successor: Helix, approved by DFG 

Karlsruhe

Ulm

Freiburg

Tübingen

Mannheim     Heideberg

LSDF 2 (SDS@hd / LSDFOS)
Hot Data: Life Sciences, Medical Science, 

Hydro-mechanics, Humanities, 
Astrophysics, Scientific Computing / GP

bwDataArchive (KA)
Cold Data: General purpose

bwSFS (FR/TU)
Bioinformatics, Elementary

Particle Physics, Micro 
Systems Eng., NeuroSc., 

Systems Biology

Future Data Facilities
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https://wiki.bwhpc.de/justus2.php
https://wiki.bwhpc.de/binac.php
https://wiki.bwhpc.de/nemo.php
https://wiki.bwhpc.de/bwuncluster2.php
https://wiki.bwhpc.de/mlswiso.php
https://urz.uni-heidelberg.de/de/sds-hd
https://wiki.scc.kit.edu/hpc/index.php/Category:LSDF_Online_Storage
https://www.rda.kit.edu/
https://www.alwr-bw.de/en/bwsfs/
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Federated Science Support (1)

bwHPC competence centers
Linking scientific communities and HPC, Data 
storage facilites, Science Data Centers, and NFDIs
7 centers + 1 “cross-sectional“ team
to coordinate/provide, e.g.:
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Tiger Team projects:
https://zas.bwhpc.de/shib/call4tt.php

since 2013: 100+ projects

Key instruments:

bwHPC Wiki:
wiki.bwhpc.de

165+ user guides,
65 authors

Software provisoning:
https://www.bwhpc.de/software.php

750+ different modules of over
210 SW packages

https://zas.bwhpc.de/shib/call4tt.php
https://wiki.bwhpc.de/
https://www.bwhpc.de/software.php
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Federated Science Support (2)
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Key instruments (cont.):
Training 

Coordination and planning of training courses
(training.bwhpc.de)
Develop new course modules f. web seminars, e-learning

Public Relations 
www.bwhpc.de, newsletters, flyers, info events
List publications (+1600)
bwHPC symposium, bwHPC surveys (annually) 

https://training.bwhpc.de/
https://www.bwhpc.de/
https://www.bwhpc.de/user_publications.php
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Under the „hood“ activities

Defining policies & operating models, 
coordinate operations
Aiding procurement processes

Techology evaluation
+ prototyping to enhance existing infrastructure

Optimization of:
e.g. job submit, scheduling & reporting, data
transfers, installation framework, software stack
basic services, e.g. trouble ticket system, central
proposal site, bwHPC wiki, information portal … 

bwHPC and bwHPC-S508.11.2021

Federated HPC & Data Infrastructure 
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Thank you for your attention!

Questions
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