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1. Introduction

The legacy CORSIKA air shower simulation program[1] has been the de facto common
reference frame for a vast class of measurements and studies in astroparticle physics for almost
30 years [2], making it possible to perform accurate comparative, incremental and progressive
research in the field.

The CORSIKA 8 project[3] is basically the follow-up on this approach and aims to port and
to implement it into a modern computing fashion. The effort is fundamentally community-driven
and bundles modern concepts for computing with the goal for the most comprehensive and flexible
physics description for the simulation of particle cascades. It will bring novel modularity to enable
optimal and fine-tuned modeling as well as future developments. Among other planned features,
it will be possible to better relate the importance of model parameter uncertainties on observables
of interest and to incorporate improvements in physics related algorithms, where it is applicable.
Concomitantly, a significant effort is being devoted to deploy concepts and techniques connected
withmodern high-performance computing through robust and user-friendly interfaces. For example,
the need to balance high performance goals, with portability and modularity lead to the adoption
of C++ as the basic language of the framework.

In these proceedings, the key features of CORSIKA 8, as well as some very basic comparison
of simulation results, are discussed.

2. Scientific context and open problems

The understanding of the formation of secondary particle cascades due to the interaction of
high energy particles with the matter is a central problem in astroparticle physics. Indeed, these
phenomena occur in many astrophysically relevant contexts, producing gamma-ray and neutrino
emissions. When happening in Earth’s atmosphere, the penetration of high energy cosmic-rays
produces extensive air shower cascades (EAS), which are then observed by experiments.

The precise interpretation of the corresponding experimental data in terms of fundamental
properties of the matter and the primary cosmic ray particles is crucial for understanding many
aspects of the nature of the physics phenomena in the surround universe. As the involved energies
increase, the more relevant are the opportunities for a more precise measurement of the primary
composition of cosmic rays and also for understanding how such particles interact.

The precise description of EAS is a very challenging endeavor. Hadron collisions must
be described with good quality from hundreds of TeV down to GeV, at center-of-mass energy.
This, most importantly, includes the relatively poorly known forward phase space, which requires
dedicated input from experiments at accelerators. Cascades develop in air, which is amixture of light
elements, making the modelling of nuclear effects very important. Electromagnetic interactions
must consider the density-dependent high-energy Landau-Pomeranchuk-Migdal (LPM) effect [4–6]
which suppresses cross-sections at high energies as well as density-corrections at low energies.

Astroparticle physics observatories depend on the modelling of EAS for their design, operation
and also for their data analyses. This is most obvious for indirect cosmic ray experiments, regardless
if theymeasure particles at ground, fluorescence light, Cherenkov light, radio emission, or something
else (e.g. [7]). But also neutrino observatories require a very precise understanding of their
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Figure 1: Example of a simulated proton shower at �0 = 107GeV with CORSIKA 8 representing the
propagation and interaction of hadrons and muons in earth magnetic field. Only particles above 50 GeV are
represented. Red are muons, yellow are hadrons.

atmospheric backgrounds, which are immense and extremely difficult to simulate. Finally, also the
PeV gamma ray observatories need simulations for signal and background studies, sometimes even
in a time-dependent and per-source setting[8].

Thus, basically all emission produced in EAS are used by experiments. CORSIKA 8 is the
tool linking microscopic models to the final experimental observables. One of the big challenges is
the better understanding of how uncertainties in input models affect observables.

In fig. 1 the 3D output of one EAS simulation performed with CORSIKA 8 is shown.

3. Design overview and infrastructure

As framework, CORSIKA 8 is designed to provide most, if not all, the infrastructure necessary
to write concrete physics applications. The central loop involves a stack used for temporary storage
of particles, a geometric transport routines and a list of processes that can lead to secondary-particle
production or absorption. In terms of interpretation, the main goals driving the development
summarized below.

• Modularity: It is a fundamental requirement that all algorithms and physics models are inter-
faced in a transparent, simple andmodular way. Each physics process is provided as amodule,
with clear scope and having all necessary assumptions and parameters configurable. Among
others conveniences, this design eases the implementation of newmodels, to extend or replace
the delivered functionality. The different types of modules describing the physics of cascades
are represented by C++ class templates: ContinuousProcess, InteractionProcess,
DecayProcess, SecondariesProcess, StackProcess, BoundaryCrossingProcess [9].

3
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• Completeness: In order to perform accurate studies on systematic effects and generate
comprehensive comparisons, CORSIKA 8 aims to provide interfaces for the most, if not all,
approaches available in the literature to deal with a given problem.

• Robustness: In order to enable CORSIKA 8 to run over decades, a set of design choices has
been made to ensure long-term stability. For example, the usage of plain old data (POD) C++
types is avoided in favor of statically typed constructs, e.g. "ContinuousProcessIndex"
instead of just "int", particle codes are enumerated like in "Code code=Electron;". Stat-
ically typed units are used to express physics properties, like in "HEPEnergyType E0 =
10_GeV;" [10]. Such choices allow the compiler to perform extensive checks on the cor-
rectness of expressions, avoiding the most common mistakes.

• Performance: Specific attention is devoted to provide efficient implementations for core al-
gorithms and modules. In particular, extensive support for modern multithread architectures,
like multicore CPUs and GPUs is planned.

TheCORSIKA8 framework deploy a set of innovative and stat-of-the-art computing techniques
and programming patterns to deal with pseudorandom number generation, track the history of
secondary cascades, output and storage data. These and other implementation details are discussed
in [11–13].

4. Physics modules

In terms of physics related features, CORSIKA 8 is not yet complete. Currently, available
event generators for hadron collisions are SIBYLL2.3d [14], QGSJetII.04 [15], PYTHIA 8 [16]
and UrQMD [17]. The latter is used at "low" energies (typically below around 100 GeV), while
the former two can go up to the highest energies. The electromagnetic interactions and continu-
ous/radiative energy losses of leptons are simulated with PROPOSAL [18–20]. Decays are currently
delegated to PYTHIA 8 or SIBYLL. Charged particles moving in magnetic fields are tracked using
a leap-frog algorithm. The region of interest, containing an environment potentially filled with
different media is described using a custom geometry set of functionality, allowing the definition
of different materials on large scales, to model situations like showers in the atmosphere which
penetrate and get detected inside an ice shield at the South Pole. Thanks to the clear and simple
interfaces, further physics modules can be easily added as it become available.

5. Examples and preliminary results,

The functionality implemented in CORSIKA 8, albeit incomplete, allows the usage of the
framework to perform a range of useful calculations, such as validation studies. It also provides
insights for new types of research that maybe were not feasible before.

More specifically, the available physics modules for the hadronic and muonic shower compo-
nents [13, 21] can be used for performing cross-validation with other air shower simulation codes,
including legacy CORSIKA versions. For example, the fig. 2a shows the comparison of the energy
spectra of secondary particles reaching the ground as obtained from simulations with CORSIKA 8,
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Figure 2: On the left, the energy spectra of `+, c+ and ? of 1 × 1017 eV vertical proton shower, averaged
over 400 events. On the right, the average number of muon ancestor projectile generations by particle species
and energy.

CORSIKA 7.74 and CONEX [22] using the same parameters and interaction models in all three
codes (vertical proton primary of 1017 eV, SIBYLL 2.3d and UrQMD 1.3 for hadronic interactions
above and below 63.1 GeV, respectively). A good agreement is observed in the high energy regime.
The low energy region exhibits some significant differences in the spectra of nucleons, which are
attribute to differences in the interfaces to the event generator. The impact on the muon spectra,
however, is small. First detailed results of such comparisons have been published elsewhere [23]
and further studies are ongoing.

The fig. 2b represents a first application using the cascade history tracking, recently imple-
mented and lengthily described in [12, 13], the ancestry of projectiles that finally lead to a muon
on ground[12]. At energies between the primary energy (1018 eV) and down to about a decade
less, nucleon interactions dominate, with only a small fraction being antinucleons. Especially the
impact of the primary proton is visible as it is the unique particle in the "zeroth generation" of all
shower particles and therefore contributes 1 to 〈#gen〉 in the highest energy bin. At lower energies
(. 1017 eV), pion interaction are the main driver of the hadronic cascade and each decade in energy
contributes roughly equally to the number of generations until around several 10 GeV they decay
into muons and almost no pion interacts again below 10 GeV.

Concomitantly, dedicated modules deploying efficient computing techniques, like GPU based
acceleration and vectorization, are under development for calculation of Cherenkov and radio
emissions[24–27]. The fig. 3b shows an example of Cherekov light emission simulation in GPU,
calculated at ground level for a shower produced by a 1TeV gamma ray. The fig. 3a represents the
pulse produced by radio using both algorithms CoREAS and ZHS running at CORSIKA 8, by a
vertical electron shower of 100 TeV, on a layered atmosphere with a uniform refractive index of
1.000327 and a geomagnetic field 50`T in the x-direction. The antenna is placed at 200m from the
shower core.
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(a) Radio pulse (b) Cherenkov light is calculated with GPU

Figure 3: On the left, a pulse produced by radio using both algorithms CoREAS and ZHS, by a vertical
electron shower of 100 TeV. On the right, the Cherenkov light at ground level simulated in CORSIKA 8 using
GPU.

6. Summary and roadmap

CORSIKA 8 framework, a novel high-performance computing platform for simulations of
secondary particle cascades in astroparticle physics has been described. The framework is written
in C++17 and planned for supporting modern hardware architectures like multicore CPU and
accelerators like GPUs and FPGAs, for running suited sub-problems with increased performance.

A first pre-release version is available for tests, validation and development [28]. This includes
physics models, geometry, environment/media, output and configuration. Such a version should be
used by the community for extensive tests, in order to provide the feedback needed for refinements
and corrections, leading to a first full physics production release. It is foreseen that the setup as
an open-source community project will support the goal for continued development over a very
extended period of time.
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CORSIKA 8 is a new framework for air shower simulations implemented in modern C++17,
based on past experience with existing codes like CORSIKA 7. The flexibility of this framework
allows for the inclusion of radio-emission calculations as an integral part of the program. Our
design makes radio simulations general and gives the user the freedom to choose between different
formalisms, such as the “Endpoints” and “ZHS” formalisms. In addition, it takes advantage of
the flexibility of the CORSIKA 8 environment and geometry design, allowing future updates to
more complex scenarios such as showers crossing from air into dense media. We present first
results, along with comparisons with other simulation programs like CoREAS in CORSIKA 7
and ZHAireS. In the future, based on our design, the opportunity arises for radio simulations
to achieve a significant boost in performance by deploying parallel computing techniques, in
particular employing GPUs, and hence, perform more sophisticated radio-emission studies.
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1. Introduction

Radio detection of extensive air showers has matured and become a technique competitive with
“classical” particle and fluorescence detection over the past 20 years [1]. Due to the complexity
of extensive air showers (EAS), detailed particle-level simulations of the radio emission of EAS
are needed to analyze experimental data and reconstruct the properties of the primary particle.
The two standard simulation tools used for simulations of the radio emission from showers are
CoREAS [2] (implemented in CORSIKA 7 [3]) and ZHAireS [8]. These tools implement two
different formalisms for calculating the radio emission from the particle tracks in the extensive
air shower, namely the “Endpoint” formalism [4, 5] and the “ZHS” [7] formalism, respectively.
However, these implementations inherit the limitations of their underlying shower codes and are not
able to simulate the diverse array of current and future experiments (see section 1.1). Furthermore,
as proposed next-generation experiments are growing significantly in size and channel-count, the
computational cost of calculating the radio emission (especially for ultra high-energy showers)
becomes intractable. To address these limitations, we have implemented the first radio emission
module for the CORSIKA 8 (C8) shower simulation framework that is designed to be highly
configurable and user-extensible to directly address the limitations of the current simulation tools
and support the next generation of radio experiments.

1.1 Limitations of existing air shower simulation codes

The current generation of air shower simulation tools, CORSIKA 7 (C7) and ZHAireS, have
several fundamental limitations that prevent their application to current and next-generation radio
cosmic-ray and neutrino experiments. In particular,

Fixed down-going event geometry Both ZHAireS and C7 assume a flat or curvilinear approxi-
mation to the Earth and assume that all extensive air showers propagate downwards to the ground.1
Many funded and proposed experiments are sensitive to upwards-going air showers induced by
g-leptons stratospheric cosmic-rays that never intersect the ground, or cosmic rays that are seen in
reflection off the Earth’s surface, none of which can be simulated with the established simulation
tools. Furthermore, the approximate treatment of the curvature of the Earth in existing tools can
introduce significant errors for highly-inclined downgoing-showers.

Straight-ray approximation Both existing codes assume that the radio emission propagates in a
straight line from the emitting particle track to the receiver (i.e. the antenna), ignoring the refraction
(or diffraction) of the radio emission as it propagates through the (potentially) changing refractivity
of propagation medium. For highly-inclined or upgoing shower geometries, or for showers in media
with strong refractivity gradients (i.e. polar ice), the ray curvature can be significant.

Fixed showermedia The existing tools typically also onlyworkwith pre-programmed atmosphere
models and are not easily configurable for alternate media which is a major limitation for the current
and proposed experiments that need to simulate cosmic-ray or neutrino-induced showers in ice, the
lunar regolith and even first air and then a dense medium.

1This statement applies to the official release versions - modified versions do exist but are available upon request.
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Figure 1: A schematic diagram of the radio process currently implemented in C8 and how it integrates with
the C8 framework.

The design and implementation of the radio module in C8 has been tailored to address all
of these limitations and provide a completely configurable and programmable platform to support
the current and next generation of terrestrial and extra-terrestrial radio cosmic-ray and neutrino
experiments.

2. Architecture of Radio Emission Calculation in CORSIKA 8

The radio module builds on C8’s highly modular and extensible design to support the next
generation of air shower experiments. The top-level architecture of the radio process is shown in
Figure 1. Each component shown in Fig. 1 can be independently swapped out with CORSIKA-
provided or user-provided C++ code providing that they implement the required interfaces. The
four primary configurable components are:

Filter The Filter is responsible for deciding which particles and tracks received from C8 should
be forwarded to the radio emission calculation. This can be used to optimize the performance of
the radio calculation by only processing certain particles (typically 4+/4−), or by rejecting tracks
that may not be visible (i.e. in a shadow region). It can also be used to “slice” simulations in terms
of particle energy, atmospheric depth or other parameters.

Formalism The Formalism implements the specific radio emission calculation and orchestrates
the core calculation. We have fully implemented two formalisms that calculate the electric field
vector, namely the CoREAS algorithm [2] which implements the “Endpoints formalism” [4, 5]
and the “ZHS” algorithm [7]. Both have been ported as closely as possible from their original

3
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implementations in the CoREAS [2] and ZHAireS [8] air shower simulation codes to allow for
direct comparison before we investigate potential refinements.

Propagator The Propagator is used by the Formalism and Filter to calculate the (potentially
multiple) valid radio signal propagation paths from each particle track to each antenna. We
have already implemented two propagators that use a straight-ray approximation (akin to C7 and
ZHAireS) including: 1) an analytic ray path solver that can only be used in media with uniform
or exponential refractive indices; and 2) an integrating propagator that numerically integrates the
time delay along each propagation path and can therefore work in arbitrarily complex media where
no analytic solution exists. By separating the propagation of the radio signals from the emission
formalism, C8 allows more advanced propagation techniques (e.g. full raytracing or parabolic
equation methods) or more complex simulation scenarios (such as cross-media showers) to be
implemented without requiring any modifications to the underlying emission formalisms.

Antenna The Antenna instance is storing, processing, and managing an individual antenna in the
simulation. Multiple instances of independent antennas can be configured in the simulation and
can apply their own unique processing to the received electric field, e.g., apply an antenna response.
We currently implement a standard time-domain perfect antenna (frequency-domain can also be
supported) that has a sample rate, start time, and a time window that is configurable individually
for each antenna.

As our radio calculation is a standard process that is inserted into C8’s process list, multiple
instances of the radio emission can be simulated for the same shower. This immediately allows for
comparing different radio implementations (e.g., comparing CoREAS against ZHS, or time-domain
against frequency-domain implementations, etc.) on the exact same underlying shower, removing
any uncertainty due to differences in the underlying shower or physics models [9]. In this work, we
present the first radio pulses generated using C8 but also compare the CoREAS and ZHS algorithms
(as implemented in C8) against reference pulses generated by the CoREAS formalism in C7 and
the ZHS formalism in ZHAireS.

3. Validation of the implementation

3.1 Electron in a uniform magnetic field

We begin by validating the “CoREAS” and “ZHS” formalisms in C8 by calculating the syn-
chrotron emission from a relativistic electron undergoing circular motion. Following the calculation
in [4], we create a circular track of radius ! = 100 m in the G− H plane on which a 11.4 MeV electron
orbits in vacuum (= = 1) within a uniform magnetic field of 3.809Gauss aligned with the z-axis.
The antenna is placed in the far field at a distance ' = 30 km so that the unit vector from the point
of emission to the antenna can be considered constant and lies along the I-axis.

We configure C8 using two different particle tracking (propagation) algorithms: 1) a simple
algorithm that is used to connect 100,000 points that were explicitly constructed on a circular
path with the proper radius with straight lines (“manual” tracking); and 2) the standard leapfrog
integrator included in C8 to propagate particles within a magnetic field (“C8 tracking”). For the
C8 tracking algorithm, we inject an electron with the correct energy and run the main C8 cascade
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Figure 2: Radio pulse from an electron in a unifrom magnetic field performing a circular loop. “Manual
tracking” algorithm (left) and “C8 tracking” (right). Both tracking algorithms are compared with the
analytical solution of that system presented in [4] - Antenna is set at ' = 30 km.

Figure 3: Signal pulse comparison for antenna at 50 m (left) and at 200 m (right) from the shower core. The
East polarization of all pulses compared is shown where time offsets are arbitrary.

process for the (analytical) duration it would take for the electron to complete one orbit around its
gyroradius. For each case, we simulate each shower with both “CoREAS” and “ZHS” formalisms
simultaneously (each is otherwise configured identically). The synchrotron emission calculated by
both formalisms is compared against the reference result from [4] in Fig. 2. Both agree extremely
well with each other as well as the reference “Endpoints” pulse. We note that we need to configure
the C8 tracking to perform very fine steps for accurate calculation of this extremely broad-band
pulse.

We thus conclude that both the formalisms and the C8 tracking (for very fine tracking) deliver
correct results.

3.2 Simulation of an extensive air shower

We proceed to simulating the radio emission from full extensive air showers using C8. To keep
complexity to a minimum, we restrict ourselves to simulating electron-induced showers. We use the
“US Standard atmosphere”, a uniform refractive index (= = 1.000327), and a constant horizontal
geomagnetic field of 50 µT aligned in the G direction. We use the standard C8 electromagnetic
interaction model ("PROPOSAL" [10]).

We use a 10 TeV vertical shower as the baseline for these comparisons and use a star-shaped
grid of antennas on 20 concentric rings spaced equally from 25 m to 500 m from the shower axis with
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Figure 4: Signal pulse comparison for antenna at
200 m from the shower core - North polarization.

Figure 5: Signal pulse comparison for antenna at
200 m from the shower core - Vertical polarization.

8 antennas distributed azimuthally in each ring (see Fig. 7 for exact antenna locations). The depth
of shower maximum of our simulation is -max ≈ 430 g cm−2. We note that particle energy cuts
for electrons and positrons have been set to a comparably high value of 5 MeV because of current
limitations in the PROPOSAL version available in the radio branch of C8. Also, the tracking
has been specifically configured in C8 to reduce the tracking step size (maximum deviation in the
magnetic field of 0.0001 radians) as otherwise the resulting signal traces exhibited high-frequency
noise which might point to an issue in the tracking that we still need to investigate in detail.

In Fig. 3 the East polarization of radio pulses calculated for two antennas at 50 m and at 200 m
north of the shower axis with the C8-CoREAS and C8-ZHS implementations and compare it with
pulses from a similar air shower (similar depth of maximum and number of particles at maximum)
simulated with C7 and ZHAireS. The amplitudes for the antennas at 50 m (Fig. 3 left) agree within
12 - 15% between the C8, C7 and ZHAireS implementations. For antennas at 200 m from the shower
axis (Fig. 3 right), there is a 50% reduction in signal amplitude in C8 compared to C7 and ZHAireS
and as well as a 100% increase in the pulse duration. The C8 pulses are approximately 35% wider
for antennas at 50 m and 200 m. The polarization characteristics match very well between the C8
implementations and C7 as well as ZHAireS. This is evident for each polarization individually for
the antennas at 200 m in Fig. 3 right (East), Fig. 4 (North) and Fig. 5 (Vertical). There is also very
good agreement between C8-CoREAS and C8-ZHS, where the ZHS version exhibits slightly less
noise on the pulse.

We also show the frequency spectra for two antennas located inside the Cherenkov ring (50 m
and 200 m from the shower axis in Fig. 6). Both formalisms in C8 show an increase in power below
∼ 50 MHz as compared with C7 and ZHaireS. It is evident that in C8 we are seeing less power
at high frequencies with respect to C7 and ZHAireS which might indicate a small issue in time
tracking in C8 or the electromagnetic model used; at the same time CoREAS and ZHS are close.

As a final comparison, we calculate and plot 2D maps of the energy fluence in the 30-80MHz
band for bothC8 formalisms aswell asC7 andZHAireS in Fig. 7. The absolute scale and polarization
characteristics of all results agree qualitatively well, although slight differences become apparent,
in particular an offset from the symmetry axis in the ®E× (®E× ®�) polarization in the C8 and ZHAireS
results which is not present in C7 and a dot in the ®E polarization for only C8 ZHS and ZHAireS.

6



P
o
S
(
I
C
R
C
2
0
2
1
)
4
2
7

Radio-emission simulations in CORSIKA 8 Nikolaos Karastathis

Figure 6: Frequency spectra for antenna at 50 m (left) and at 200 m (right) from the shower core.

Figure 7: Table of energy fluence in different polarizations of the electric field for C8 CoREAS, C8 ZHS, C7
CoREAS and ZHAireS. The order of the polarizations we see starting from top to bottom is: all polarizations,
®E × (®E × ®�), ®E × ®� and ®E.
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4. Conclusions

We have completed a first implementation of radio-emission calculations in C8 based on exact
reproductions of the CoREAS and ZHS algorithms implemented in a modern, modular structure
that will allow flexible extension for the needs of current and future experiments.

We have performed low-level tests with single electrons undergoing circular motion to establish
that the radio-emission calculation as well as the particle tracking in the magnetic field in C8
work correctly. Afterwards, we have performed simulations of a vertical 10 TeV electron shower
in a uniform refractive index and compared the results between a reference simulation with C7
as well as ZHAireS and our implementation of the CoREAS and ZHS algorithms in C8. We
observe an agreement at the level of better than a factor of two in absolute amplitude, a good
agreement of polarization characteristics and a very good agreement between the CoREAS and
ZHS implementations in C8. Notably, the radio pulses simulated with C8 are wider and have less
high-frequency content.

We note that the air-shower results depend on many ingredients, in particular the underlying
electromagnetic interaction model PROPOSAL and the tracking in the magnetic field (which likely
needs improvements as we needed to track much finer in C8 than in C7 for instance to achieve
comparably clean radio pulses). Having reached this major milestone, we will address the observed
differences by detailed studies in the future.
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Extensive air showers in astroparticle physics experiments are commonly simulated using COR-
SIKA. The electromagnetic shower component has been treated using EGS4 in the Fortran 77-
based versions, which have been developed in the last thirty years. Currently, CORSIKA is being
restructured and rewritten in C++, leading to the new version CORSIKA 8. In this process, the
electromagnetic component is now being treated by the high-energy lepton and photon propagator
PROPOSAL. Originally designed for the efficient simulation of high-energy muons and tau-leptons
in large volume neutrino telescopes, the Monte Carlo library PROPOSAL has been extended to
also treat electrons, positrons, and high-energy photons. Validating this new implementation of
the electromagnetic shower model is very important. In this talk, the electromagnetic shower
component simulated with PROPOSAL is compared to previous versions of CORSIKA, the air
shower simulator AIRES as well as the electromagnetic shower tool ZHS, which is optimized for
the radio signal. This includes comparisons of the underlying theoretical models as well as lateral
and longitudinal shower characteristics, especially of parameters relevant for the radio component
such as the charge excess.
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1. Introduction

For decades, many astroparticle experiments have simulated extensive air showers using COR-
SIKA [1]. In recent years, a major effort has been started to rewrite CORSIKA in modern C++,
resulting in the new version CORSIKA 8. In the course of this undertaking, the propagation of elec-
tromagnetic particles has been transferred from a modified version of EGS4 [2] to the PROPOSAL
library [3–5]. This contribution is dedicated to the systematic comparison of electromagnetic
showers simulated in the current version of CORSIKA 8 to established frameworks, including
CORSIKA 7, the air shower simulation program AIRES [6] and the electromagnetic cascade sim-
ulation code ZHS MC [7]. In the past, AIRES and ZHS MC have already been compared against
GEANT4 and have been found to be in good agreement for simulations in homogeneous ice [8].

This proceeding is divided in two main parts. In Section 2 we compare the theoretical
description of the electromagnetic interaction processes in the different codes. Section 3 describes
the results of our simulations and compares the longitudinal and lateral shower development as well
as the track lengths of simulated showers.

2. Comparison of theoretical descriptions of EM processes

The comparison of the theoretical models used in the different shower frameworks includes
energy loss cross sections as well as the scattering models. A discussion is presented of the different
treatments of energy thresholds to remove low energetic particles and of cuts to decide whether
interactions are treated stochastically or as contributing to the continuous energy loss.

In all frameworks but AIRES, the electromagnetic model is similar to the Electron Gamma
Shower code system EGS4 [2]. While in ZHS MC and PROPOSAL, the models are mainly based
on EGS4, CORSIKA 7 uses EGS4 directly in a modified version. For AIRES, electromagnetic
processes are based on several parametrizations different from EGS, which will be described in
more detail later in this chapter. Since EGS4 is a built-in system producing the showers with limited
access for external frameworks, the lepton propagator PROPOSAL is being used in CORSIKA 8 as
an external library. Thereby, PROPOSAL provides the physical description of the electromagnetic
shower component, while the overall task of the shower generation remains in the CORSIKA
framework.

The two dominating processes in an electromagnetic shower are electron-positron pair pro-
duction by photons and bremsstrahlung losses of electrons and positrons. In CORSIKA 7, the
bremsstrahlung parametrization of Koch & Motz [9] is used for energies above 50 MeV, while for
lower energies, tabulated empirical corrections are applied. The same bremsstrahlung parametriza-
tion has been implemented in PROPOSAL. In ZHS MC, the parametrization of Stanev & Vankov
[10] is used, which is based on [11, 12], with corrections at low energies from [9]. The framework
AIRES uses a cross section based on a parametrization by Rossi & Greisen [13]. In all frameworks,
the LPM effect is included, although it can currently not be used in CORSIKA 8.

The same formalism to parametrize the bremsstrahlung cross section is also used for the pair
production cross section, except for CORSIKA 8, where a parametrization by Tsai is used [14].
Using two different parametrizations to describe the bremsstrahlung and pair production processes
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in CORSIKA 8 is not entirely consistent, however, interchanging the pair production cross section
resulted in negligible differences compared to other uncertainties.

Regarding ionization and the production of knock-on electrons, CORSIKA 7, CORSIKA 8 and
ZHS MC all use the Berger & Seltzer parametrization [15] of the Bhabha and Møller scattering for
electrons and positrons, respectively. In AIRES, a fit to GEANT3 calculations with a distinction
between continuous and discrete losses at an energy of 1 MeV is made. For a better comparison
with the other frameworks, its continuous energy loss has been substituted by that of Berger &
Seltzer [15]. All frameworks also include density correction effects.

Further interactions implemented in all frameworks are the annihilation of positrons with
atomic electrons and Compton scattering of photons. Together with Møller and Bhabha scattering,
they are relevant for the charge excess of an air shower, and therefore the radio signal [7].

Only in CORSIKA 7 and AIRES, the photohadronic and the photoelectric effects are imple-
mented. For this work, the photohadronic interaction has been deactivated in AIRES to compare
only the purely electromagnetic component of the showers. In CORSIKA 7, the photoelectric
effect also includes the fluorescence loss. Further processes that are only taken into account by
CORSIKA 7 are coherent Rayleigh scattering and the production of muon pairs induced by photons.

In PROPOSAL, the production of electron-positron pairs induced by leptons colliding with
nuclei as well as inelastic nuclear interactions are also implemented. The latter, however, is only
included as an energy loss process, but not yet as a source of hadronic secondary particles.

For the description of multiple scattering, the Highland approximation [16] of Molière theory
is used in all frameworks. The deflection of particles in stochastic interactions is included in
CORSIKA 7. These effects are also available in PROPOSAL, but not yet implemented in the
interface to CORSIKA 8. In AIRES, Coulomb scattering is implemented as a deflection process.

Besides the physical models, the implementation and treatment of energy cuts are important to
compare the simulations. The cuts can be divided into a particle energy cut below which particles
are not further propagated. Furthermore, there are energy loss cuts defining the energy above which
losses are treated stochastically, while below the cut, they are treated as a continuous energy loss
between two interactions.

In AIRES, the user can define particle cuts which need to be above a kinetic energy of 80 keV
for the particles in an electromagnetic shower. Energy loss cuts are set in the code and can not be
changed externally. For this work, the AIRES code has been modified in such a way that the energy
loss cuts match those used in the other frameworks. In ZHS MC, energy cuts are carefully linked
to the cut between discrete and continuous losses, without an option to change them individually.
For comparison reasons, an independent particle cut has been introduced in an attempt to match the
cross sections and the same integration limits of the other frameworks. Since the particle cuts in
AIRES and ZHS MC have been modified from their initial values, these routines may not perform
with their optimal accuracy.

In CORSIKA 7, the particle cuts can be changed as long as they are above 10 keV for electrons
and positrons, and above 1 keV for photons. The energy loss cut can not be set in CORSIKA 7. In
CORSIKA 8, both the energy loss cut and the particle cut can be adjusted independently for the
different particle types. For comparison reasons, all particle cuts have been set to 4 MeV and energy
loss cuts to half of the particle cut since CORSIKA 8 is known to produce stable results for these
settings.

3
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Figure 1: Longitudinal profile for 200 showers initiated by 1 TeV electrons. The relative difference to
CORSIKA 8 is defined as <−<C8

<C8
with the median < of the particle number.

3. Comparison of simulated shower parameters

To validate the current status of the simulations of the electromagnetic shower component in
CORSIKA 8 using PROPOSAL, relevant shower observables are calculated and compared to the
results from simulations created with other shower simulation codes. These comparisons are vital
to understand the current status of CORSIKA 8, but also to highlight the remaining limitations
when interpreting the physical results which are obtained with it.

For the results presented in this contribution, we used version 7.7410 of CORSIKA 7 [1],
version 19.04.00 of AIRES [6], the release tagged icrc-2021 for CORSIKA 8 [17] and the most
recent version of ZHS MC [18]. All the comparisons that are presented have been obtained by
simulating an electromagnetic shower induced by an electron with an initial energy of 1 TeV. The
particle threshold has been set to 4 MeV, i.e. shower particles with a kinetic energy below this
threshold are discarded. The energy loss cuts have been set to 2 MeV for photons and to 2.255 MeV
for electrons and positrons.

For CORSIKA 7, all simulations have been made using the U.S. Standard Atmosphere model,
an inhomogeneous density profile of the atmosphere. For ZHS MC, all air showers were simulated
in a homogeneous atmosphere, as this is the only option available, with a density of 1200 g m−3.
CORSIKA 8 and AIRES simulations were run for both inhomogeneous and homogeneous atmo-
spheres. Since there are no particles decaying in purely electromagnetic showers, we do not expect
this to significantly affect the comparisons of the longitudinal shower development in terms of
grammage.

3.1 Longitudinal shower development

The longitudinal shower development is analyzed by counting the total number of particles
crossing planes along the shower axis and perpendicular to it. This is shown for the different particle
types in Figure 1, where the longitudinal profile has been calculated using the simulations of 200
showers. Here, the solid lines indicate the median, while the shaded bands display the interquartile
range of the particle number.
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Figure 2: Longitudinal distribution of the charge excess, defined as #4−−#4+
#4−+#4+

, for 200 showers initiated by
1 TeV electrons.

While the general shapes of the longitudinal shower distribution agree, a displacement of
the showers simulated with ZHS MC towards larger depths is clearly visible. For CORSIKA 7,
CORSIKA 8 and AIRES, the medians of the distribution all agree within 5 %.

Figure 2 shows the longitudinal development of the difference between the electron and positron
number, called charge excess. This effect is caused by the ionization of atomic electrons either by
charged leptons or by Compton scattering as well as by annihilation of positrons. The resulting
charge excess is, together with the geomagnetic contribution, a mechanism for radio emission in air
showers, and shows an agreement between the different frameworks that is within 10 % around the
depth of the shower maximum.

3.2 Lateral shower development

The lateral shower development, i.e. the distribution of the shower perpendicular to the shower
axis, is computed by selecting all particles passing a given observation level and calculating their
distance to the shower axis. The resulting lateral particle distribution of electrons and positrons
is shown for simulations in an inhomogeneous atmosphere in Figure 3a, and for simulations in a
homogeneous atmosphere in Figure 3b. For the inhomogeneous medium, the observation level has
been set to 8600 m above sea level, which corresponds to an atmospheric depth of approximately
335 g cm−3, while for the homogeneous medium, the observation level has been set directly to the
shower maximum. The median number of particles is depicted by the solid lines, the shaded bands
indicate the interquartile range of the particle number.

The comparisons show that in both the inhomogeneous and homogeneous atmosphere, the
lateral profiles from the CORSIKA 8 simulations are shifted slightly closer to the shower axis
compared to the simulations done with the other frameworks. This indicates that showers produced
by CORSIKA 8 have a smaller lateral spread, which can be understood since not all contributing
processes have yet been implemented in CORSIKA 8. For example, bremsstrahlung photons
produced by electrons and positrons inherit the direction of the initial lepton, neglecting the photon
emission angle.
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(a) Distributions for an observation height of 8600 m in an inhomogeneous atmosphere.
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(b) Distributions for an observation height at the shower maximum in a homogeneous atmosphere.

Figure 3: Lateral particle distributions for 200 showers initiated by 1 TeV electrons.

3.3 Shower track lengths

For our purposes, the track length is defined as the sum of the lengths of all electron and positron
tracks, with the projected track length defined as the sum of all tracks projected onto the shower
axis. Both quantities are calculated for 200 showers in both homogeneous and inhomogeneous
atmospheres, simulated with the different frameworks.

In addition, the excess track length is calculated, which is the sum of all electron track lengths
in the shower minus the sum of all positron track lengths, while the projected excess track length
is defined analogously to the projected charged track length. The projected excess track length
is an important quantity in simulating the radio emission of air showers, as it is the quantity that
establishes the normalization of the electric field spectrum [7]. The distributions of the projected
excess track lengths are shown in Figure 4, the medians and standard deviations of all track length
observables are presented in Table 1. Notably, the standard deviation of the total and projected track
length of the CORSIKA 8 simulation in homogeneous media is, compared to the other frameworks,
increased by two orders of magnitude. This is due to an outlier in the simulation with a very
small track length, caused by a photonuclear interaction whose secondary particles are currently
not further propagated. Otherwise, the medians of the observables all agree on a 10 % level.
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Figure 4: Distribution of the excess charged track length, i.e. the difference between the sum of all electron
track lengths projected onto the shower axis and the sum of all positron track lengths projected onto the shower
axis, for 200 showers initiated by 1 TeV electrons. The left plot shows the distribution for an inhomogeneous
atmosphere, the right plot for a homogeneous atmosphere. The dashed lines indicate the medians of the
corresponding distributions.

Table 1: Track length medians for 200 showers, initiated by 1 TeV electrons, for simulations in inhomoge-
neous and homogeneous atmospheres. The parentheses indicate the standard deviation.

inhomogeneous homogeneous

C7 C8 AIRES C8 AIRES ZHS MC

Total track / km 8083(724) 7868(642) 8047(620) 2891(202) 2916(3) 3126(2)
Proj. track. / km 7750(697) 7837(640) 7681(594) 2776(194) 2771(3) 2924(2)
Excess / km 1483(129) 1493(115) 1427(106) 549(43) 520(19) 574(22)
Proj. excess / km 1382(121) 1468(113) 1320(99) 504(40) 478(19) 504(22)
Proj. excess / Total 0.171 0.187 0.164 0.174 0.164 0.161

4. Outlook

In this work, the results of the first simulations of electromagnetic showers within the framework
CORSIKA 8, using PROPOSAL as an electromagnetic model, have been presented and compared
to other shower simulation tools. Although these comparisons revealed several differences, the
general results are promising.

Further work on both PROPOSAL and the interface to CORSIKA 8 is necessary in the future.
In order to improve the longitudinal distribution, the photohadronic interaction of photons will be
implemented. Furthermore, a correct treatment of the LPM effect in inhomogeneous media still
needs to be applied. Both additions will be especially relevant for the simulation of higher-energetic
showers.

With regard to the lateral distribution, the deflection of primary particles in stochastic interac-
tions as well as the deflection of bremsstrahlung photons will be added in the near future. Including
these effects may solve the deviations currently observed in the lateral profile of CORSIKA 8.

Parallel to these improvements, further comparisons to these and other simulation frameworks,
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as well as simulations in other media such as ice, are going to be necessary. Since CORSIKA 8
is still in an early development state, runtime comparisons to the other frameworks are not yet
conclusive and need to be conducted in future analyses.
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1. Introduction

Muons in extensive air showers (EAS) induced by cosmic rays (CR) are for the most part
the end product of the hadronic cascade: long-lived, high energy hadrons interact with nuclei of
air molecules (mainly 14N and 16O), producing hadrons of lower energy which eventually decay
to muons after several generations of interactions. Therefore, muon observables provide valuable
probes of hadronic interactions up to the highest energies. Regarding the total number of muons 𝑁𝜇,
a discrepancy has been found between EAS simulations using state-of-the-art hadronic interaction
models and measurements by several experiments [1, 2]. As the meta-analysis ref. [1] shows,
this muon defecit (referring to an underestimation of 𝑁𝜇 in simulations) is present at ∼ 1017 eV,
which corresponds to LHC energy in the center-of-mass frame, and increases with primary energy.
It poses a major obstacle to inferring the mass composition of ultra-high energy cosmic rays
(UHECR) from 𝑁𝜇. On the other hand, a recent measurement of the fluctuations of 𝑁𝜇 at the Pierre
Auger Observatory shows good agreement between simulations and data [3]. Considering that this
observable is dominated by the first few interactions in the shower, one can reason that the cause
of the muon deficit is likely the effect of accumulating small deviations over several generations
covering many orders of magnitude in energy. To determine which features of hadronic interaction
models are good candidates for tweaking to enhance the muon production, it is beneficial to quantify
the relevance of different phase-space regions of hadronic interactions: projectile species,

√
𝑠, and

kinematic distributions of their produced secondaries.

A similar study has been conducted by Hillas [4] with the computational resources and tools
(the EAS simulation code MOCCA) available at that time. A crucial ingredient of this study was the
ability to record and inspect the lineage of particles reaching ground, i.e. the mother, grandmother,
etc. particles up to the primary. In contrast to MOCCA and somewhat surprisingly, none of the
more recent EAS simulation codes AIRES [5], CONEX [6] and CORSIKA [7], which remain the
most widely used ones up until today, provide this feature to the required extent. Nevertheless, in
AIRES and CORSIKA [8] mother and grandmother particles are accessible, which allows to relate
the last hadronic interaction in which a secondary meson is produced that subsequently decays into
the muon with that muon [9].

For the currently being developed EAS simulation code CORSIKA 8 [10] we designed and
implemented an algorithm capable of retaining the complete lineage of each particle. The infor-
mation available about any ancestor particle include the type of event in which the particle was
produced (decay or interaction), the state of the projectile (position, 4-momentum) of that event and
the state of all secondaries. It is also foreseen (though not implemented yet) to include dynamical
meta-information of events. For example, for hadronic interactions it may be desirable to save
quantities like the number of wounded nucleons, elasticity or whether or not the interaction was
diffractive. A more detailed technical description is given in ref. [11].

In this work, we make use of this feature in simulations of UHECR-induced EAS (1017 eV and
above) with CORSIKA 8 to study hadronic interactions happening throughout the whole shower
development with respect to final-state muons on ground.

2



P
o
S
(
I
C
R
C
2
0
2
1
)
4
6
3

Air shower genealogy for muon production Maximilian Reininghaus

108 1011 1014 1017

𝐸 / eV

10−3

10−1

101

103

105

107

𝐸
d𝑁

in
t

d𝐸
1019 eV p 60°

SIBYLL 2.3d + HSA

nucleons
𝜋±

𝐾±,0

hyperons

108 1011 1014 1017

𝐸 / eV

0.0

0.2

0.4

0.6

0.8

1.0

fr
ac

tio
n

of
to

ta
ld𝑁

in
t

d𝐸

Figure 1: Number of hadronic interactions by energy and species. The grey vertical line indicates the
transition between low- and high-energy interaction models.

2. Methods

We simulate EAS with a hybrid approach. We use CORSIKA 8 for a Monte Carlo treatment
of the hadronic and muonic shower components, while electromagnetic (EM) particles, mainly
the product of 𝜋0 and 𝜇± decays, are fed into CONEX to generate EM longitudinal profiles by
numerically solving the cascade equations. Photo-production of hadrons is not taken into account.
We use the hadronic interaction models SIBYLL 2.3d [12] and QGSJetII-04 [13] for energies
above 101.8 GeV = 63.1 GeV. Below that energy and down to the cutoff of 631 MeV kinetic
energy we use the Hillas splitting algorithm (HSA) [14] as implemented in an extended version in
AIRES 19.04.00 [5] that we link to. The inelastic cross-sections in this energy range are taken from
tabulated values that are part of the UrQMD [15] distribution in CORSIKA 7. The atmospheric
model used is that of Linsley (see e.g. ref. [16]). The observation level is placed at 1400 m a.s.l.
All data presented are averaged over 400 showers.

3. Results

3.1 Interaction spectrum

Figure 1 shows the interaction spectrum, i.e. the number of hadronic interactions by energy, of
a 1019 eV proton shower of 60° zenith angle, grouped by several classes of hadrons. This observable
is related to the corresponding energy spectra by

d𝑁int
d𝐸

=
1

𝜆int(𝐸)
∫

d𝑋
d𝑁
d𝐸

. (1)

The interaction spectrum of a given particle species is mainly influenced by the multiplicity of this
species as secondaries in hadronic interactions, as well as its critical energy.

Going from high to low energies, we first observe a peak at the primary energy, which in
the limit of infinitesimal bin widths would be a delta function. For about one decade in energy

3
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Figure 2: Number of muon ancestor generations (a) by primary energy (b) grouped by radial ranges around
shower core. Vertical dashed lines indicate the mean value of the distribution of the same colour.

below the primary energy, most interactions are those of nucleons, which can be attributed to the
leading nucleons of the primary interaction. Below the crossing point, pion-air interactions are the
dominating component, making up 50 % to 70 % of all hadronic interactions. Between 1014 eV
to 1017 eV kaons and nucleons contribute equally to the total interaction spectrum with about
20 % each. Below 1014 eV, the kaon contribution decreases due to the 𝐾0

𝑆 starting to predominantly
decay instead of interacting. At that point also hyperons (mainlyΛ/Λ̄, the most long-lived hyperon),
which are generally rare and rinteract only to a minor extent at all, fade away almost entirerly. For
a wide range in energy the total spectrum as well as the individual components follow a power-law.
Performing a linear fit of the total log(𝐸d𝑁int/d𝐸) vs. log 𝐸 in the range 1 TeV to 0.1 EeV, we
obtain an exponent of −0.890 ± 0.002. The individual power-laws of unstable hadrons are broken
when the corresponding species reaches its critical energy. Around 100 GeV the most long-lived
and down to this energy most abundant 𝜋± also start to drop out. The switch from high- to low-
energy interaction model causes a sudden change in the nucleon spectra, which is an artifact of
the simplified treatment of the HSA. These low-energy nucleon interactions play only a minor role
regarding muon production, however, as we will show later.

3.2 Number of generations

In fig. 2 we study the number of generations 𝑁gen of ground-reaching muons, which is the total
number of hadronic interactions that connect the primary particle with the muon in the shower. It is
an important quantity since the number of muons grows exponentially with 𝑁gen [17, 18] and small
changes in hadronic interactions, e.g. the energy fraction transferred from the projectile onto further
long-lived hadronic secondaries, are correspondingly amplified 𝑁gen times by the multiplicative
process [19, 20]. Making use of the lineage technique, 𝑁gen is obtained by iterating over the
muon ancestors and counting only interaction events (in contrast to decays). Figure 2a shows the
distributions for different primary energies. The mean value grows logarithmically with the primary
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Figure 3: Distribution of muon ancestor projectile generations by energy and species (a) all muons (b) only
muons with 𝑟 ≥ 1000 m.

energy as expected from the Heitler–Matthews model [17]. A linear fit of 〈𝑁gen〉 vs. log10(𝐸),
in which we include also data of 1017.5 eV and 1018.5 eV showers not shown in the plot, yields an
increase of 𝑁gen of 𝑠 = 0.785 ± 0.017 per decade of energy. In the Heitler–Matthews model, 𝑠 is
related to the hadron multiplicty 𝑚 via 𝑠 = 1/log10(𝑚), so that we can derive 𝑚 = 18.8 ± 1.2. In
fig. 2b we consider only muons within certain radial ranges 𝑟 around the shower core. We observe
that muons further away from the core tend to have slightly fewer generations than those close to
the core.

It is instructive to quantify to which degree interactions in certain energy ranges and with
certain projectiles contribute to the total 𝑁gen. A priori we can only state the obvious: The
first interaction, being the root of the shower, contributes exactly one generation. We build a
histogram binned in projectile energy and species by iterating over the muon lineages and filling
the histogram for each interaction according to its projectile energy and species. Thereby each
muon increases the total histogram count by its individual 𝑁gen. Since muons share parts of their
lineage, the corresponding interactions are counted multiple times – their muon weight is given by
the number of muons stemming from that interaction. If we finally divide the bin counts by the
total number of muons (possibly after applying a section criterion, e.g. on 𝑟), we end up with that
bin’s contribution to 〈𝑁gen〉. The result of that procedure is shown in fig. 3, applied to 1017 eV
showers. As expected, the bin containing solely the primary interaction ( -coloured) has a value of
one. In the energy decade below the primary energy, the main contribution is due to nucleons with
about twice as many protons as neutrons, conforming with fig. 1. In this energy range virtually
no contribution of antinucleons is apparent. Charged pions contribute approximately half of the
total 〈𝑁gen〉. Each log 𝐸 range between 10 PeV and 100 GeV carries comparable weight, slightly
decreasing with energy. No distinction between positively and negatively charged pions can be
observed. Below 100 GeV the importance of pion interactions decreases again as more and more
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Figure 4: Pseudorapidity distributions of 𝜋± + Air → charged hadrons, 1019 eV vertical proton. The
dashed line indicates generator-level distributions while the coloured and dotted lines shows muon-weighted
distributions (in arbitrary units).

pions do not reinteract. Comparing the distributions obtained when selecting only muons with at
least 1 km lateral distance (fig. 3b) with those without any cut (fig. 3a), we find that for great lateral
distance the importance of low-energy interactions increases. This can be understood considering
that typically muons with higher energies stay close to the shower core. As the projectile energy of
the last interaction of these muons needs to be higher than the final muon energy, the phase space
that can contribute to these muons is necessarily cut off earlier.

3.3 Pseudorapidity distributions

To quantify the importance of different regions of the phase-space of secondaries in hadronic
interactions for muon production, one may weight specific phase-space element by the number
of muons descending from particles produced in it. A simple prescription based on the Heitler–
Matthews model is to weight by 𝐸𝛽lab (with 𝛽 = 0.93, 𝐸lab is the energy of the secondary in the
lab frame) [18, 20]. This, however, does not allow for any cut to be applied on the muons, e.g. on
lateral distance. Having the full lineage available in our Monte Carlo simulations, we follow the
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approach of Hillas [4] and obtain the weight by counting the muons as described in the previous
section. In fig. 4, we show pseudorapidity distributions d𝑁/d𝜂 of 𝜋± + Air → charged hadrons (in
center-of-mass frame) for four different energies. The pure generator-level distributions (generated
with SIBYLL 2.3d in CRMC [21] for a fixed projectile energy 𝐸p and 14N target) are plotted with
dashed lines. The corresponding muon-weighted distributions are obtained from simulations of
vertical 1019 eV proton showers in which we consider interactions within a range around 𝐸p. The
solid, coloured lines indicate the weighted distributions (in arbitrary units) after applying a lateral
distance cut and normalized by the number of muons selected. Additionally, the black solid line
shows the 𝐸𝛽lab-based weighting for comparison. We find that at lab energies & 1014 eV the weighted
distributions almost coincide irrespective of the muon lateral distance. Furthermore, the 𝐸𝛽lab-based
weight agrees very well with the distributions (up to an arbitrary scaling factor). These results
quantitatively demonstrate the importance of the forward region of hadronic interactions for muon
production. At lower energies, on the other hand, the muon lateral distance has an impact on
the corresponding weight distributions. Besides the peak in the forward region, a second peak at
mid-rapidity around −2 . 𝜂 . 0 emerges when only muons with at least a few hundred meters
distance are considered, which is not described by the 𝐸𝛽lab-based weighting.

4. Conclusions

In this work, we have studied the lineage of muons in air shower simulations of UHECR
protons, consisting of hadronic interactions. We have shown that the average number of generations
𝑁gen grows logarithmically with the primary energy in accordance with the Heitler–Matthews
model. For large lateral distances, the distribution of 𝑁gen shift towards lower values. The typical
muon lineage contains at energies close to the primary energy mostly interactions of nucleons.
The remaining energy range is dominated by pion interactions. Furthermore, we have applied a
"muon-weighting" to pseudorapidty distributions of pion-air interactions, showing the importance
of the forward region in a quantitative manner for high energy interactions. At lower center-of-mass
energies, say

√
𝑠 . 100 GeV, and especially for muons at large lateral distances also the region at

lower values of 𝜂 becomes more and more relevant.
Accelerator measurements conducted in a much more controlled environment that cover the

relevant phase-space and emulate the interactions in EAS as closely as possible are key ingredients
to constrain the hadronic interaction models better. Fixed-target experiments such as NA61/SHINE
with 𝜋± beams are especially relevant to study the last generation of hadronic interactions. Comple-
mentary to that are LHC measurements, ideally of proton-oxygen collisions [22], which constrain
the most energetic interactions in ultra-high energy EAS. Here, data of forward measurements are
highly valued input.
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1. Introduction

The capabilities of the CORSIKA 8 framework [1] for particle cascade simulations are used
to study the level of accuracy of hadron cascade simulations by comparing different approaches.
Hadron cascades are in the core of cosmic ray air showers and are, thus, of high importance for the
formation of the subsequent electromagnetic cascade as well as the muon and neutrino production
in air showers [8]. For this work we are using the version icrc-2021-b of CORSIKA 8, which
includes Sibyll2.3d [2] and QGSJetII.4 [3], as well as tracking in magnetic fields. Furthermore, we
will exploit and illustrate the capabilities with non-air and exo showers, consistently developing in
various materials other than the Earth atmosphere.

Some of the current capabilities of CORSIKA 8 are shown, and the resulting hadron cascades
are compared in detail to other results and simulation programs. A general understanding of hadron
cascades in the most systematic way possible will be one of the cornerstones to better understand
uncertainties in air shower simulations and to further improve the quality of simulations. The
work presented here makes use of the high degree of modularity allowed and encouraged inside
CORSIKA 8, which can be easily extended as needed to tackle a wide range of problems.

2. High-energy models

The high-energy interaction models Sibyll2.3d and QGSJetII.4 are simulated with CORSIKA 8
(release: icrc-2021-b), CORSIKA7 [4] (v7.7410) andMCEq [5] (v1.2.1, including Sibyll2.3c). The
Linsley approximation of the US-standard atmosphere is used to approximate the Earth atmosphere.
Here, we focus on vertical, proton-induced showers at �0 = 1018 eV without thinning. Only the
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Figure 1: Total number of interaction as a function of projectile lab energy for various projectiles in the
cascade for QGSJetII.4 (left) and Sibyll2.3d (right). Particles with kinetic energies above 63.1GeV are
shown.
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Figure 2: Secondary particle spectra at observation level (1400m a.s.l) for QGSJetII.4 (left) and Sibyll2.3d
(right).

high-energy models are used (for �lab > 63.1GeV), no low-energy model is used. Particles with
energies below 63.1GeV are removed. For each result 200 showers are simulated and averaged.

One of the most critical distribution to study is the overall total energy distribution of collisions
in the entire cascade. Each collision is responsible for multi-particle production, thus, deviations in
the number of collisions have large impact on the final structure of the air shower. In Figure 1 these
distributions are shown and compared to the ones of CORSIKA 7 as a reference. For QGSJetII.4
the agreement between CORSIKA 8 and MCEq is virtually perfect, while with CORSIKA 7 better
than ≈10% with some energy-dependence. We note that for a model like QGSJetII.4 there is
some freedom of interpretation in the interface to the model; we made an effort to synchronize our
interface as much as possible with MCEq here.

For Sibyll2.3d the agreement of pions and nucleons with CORSIKA 7 is close to perfect, while
there is a deficit of kaons on a level of ≈ 15%. Note, that the MCEq version used here contains
Sibyll2.3c with known deviations in particle production.

If we study the secondary particle spectra at Malargüe ground level (1400m above sea level
corresponding to 875.5 g/cm2) we find the results shown in Figure 2. The agreement is generally
very good. Interestingly, the prediction for the muon energy spectrum comes out as the most robust
prediction between all the investigated models. While for QGSJetII.4 the muon spectra ratios are
completely energy independent, for Sibyll2.3d there is a very small energy dependence seen, which
deserves further studies. Also there is a small but noticeable kaon deficit.

Moreover, the lateral arrival of secondary particles at the ground level was studied with
CORSIKA 7 and CORSIKA 8. The results are shown in Figure 3 (left). There is an interesting
systematic effect of a slightly wider shower footprint in CORSIKA 8 with respect to CORSIKA 7
visible. While this is a relatively small effect, it may well be important since detectors are often
at far core distance and may notice this. However, the origin of this effect is not yet understood or
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Figure 3: Left panel: Lateral particle number distribution for QGSJetII.4 comparing CORSIKA 8 and
CORSIKA 7. Right panel: Longitudinal particle number profile for QGSJetII.4 comparing CORSIKA 8 to
CORSIKA 7 and MCEq. Particles with kinetic energies above 63.1GeV are shown.

even fully studied – this will be further pursued by the CORSIKA 8 Collaboration.
Finally, in Figure 3 (right) we show the comparison of a longitudinal particle number profile for

muons and hadrons, where the latter are the sum of c±, K0
L/S, K

±, n, p, Λ (and their anti-baryons).
For CORSIKA 7 the uncertainty of the average profile is shown as a shaded band. The magnitude
of this uncertainty depicts also an estimate of the uncertainty of the other profiles. The agreement
is generally within statistical uncertainties, however, there are small systematic deviations visible
consistent with the results shown above. CORSIKA 8 has a few more muons than CORSIKA 7.
CORSIKA 8 indicates a general slightly slower shower development compared to MCEq and
CORSIKA 8. MCEq has a slightly more narrow profile in general.

3. Investigating of d0 ↔ c0 conversion

The particular importance of forward d0 production in pion-air collision was found earlier [9,
10]. Following themethod presented inRef. [12]we developed a novelmethod for ad-hoc conversion
of d0 ↔ c0 in air showers. This was implemented inside the CORSIKA 8 framework and used to
simulated the impact for various levels of conversion. The conversion factors are energy dependent
and are limited to the interval [−1, 1]:

?(�) = clamp

(
?0 + 519 − ?0

log �th
1019 eV

max
(
0, log

�

�th

))
(1)

where clamp(G) is defined as clamp(G) = min(1,max(−1, G)). For ?(�) > 0 we replace c0 → d0

with probability ?(�). For negative values we replace d0 → c0 with probability −?(�).
This method is applied to Sibyll2.3d proton showers. The effect is illustrated in Figure 4. While

the electromagnetic d�/d- |max is anti-correlated with 519 by a few percent, the muons at ground
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Figure 4: Overview of the results of converting d0 ↔ c0 in air showers. Top left is d�/d- |max normalized
to 1 at the reference point, top right is the muon number at ground, bottom left -max and bottom right -`max.
Secondary particles with kinetic energies above 1GeV are shown.

are correlated and can change by tens of percent. At the same time, the longitudinal development
of showers is hardly affected, both, -max and also -`max are affected at most by a negligible degree.

For thework presented here theHillas-splitting-algorithm (HSA) [14] as contained inAIRES [6]
is used inside CORSIKA 8 for all kinetic lab energies below 63.1GeV. Particles with kinetic ener-
gies below 1GeV are removed. Furthermore, all produced photons (and also few electrons) from
hadron collisions are used as input for CONEX [7] 1D longitudinal profile calculations to derive a
full energy deposit profile including -max. For this purpose, CONEX is run inside CORSIKA 8 as
another physics module. This provides robust estimates of d�/d- and, thus, -max.

4. Non-standard showers

The modularity and flexibility of CORSIKA 8 and its provided media-description facilities
allow for the straightforward configuration of non-standard environments, thus, non-air or even
exo-showers. Materials, geometries, magnetic fields, and in general: all properties of volumes, can
be easily configured as needed by users.

4.1 Exo-showers on Mars

The integrated density column of the Mars atmosphere is just a few percent compared to Earth.
Vertical showers see almost no material before they hit the ground. We implemented a two-layer
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Figure 5: Summary of 100 TeV proton induced showers on Mars (left) and Earth (right) at 60◦ of zenith
angle. On the top lateral particle number distributions on ground level are shown, while on the bottom this
is shown for longitudinal profiles. Secondary particles with kinetic energy above 1GeV are shown.

Mars atmosphere and simulated inclined (\ = 60◦) proton showers on Earth and on Mars with a
<1GeV particle cutoff. The low energy model is UrQMD with a transition at �kin,lab = 63.1GeV
to the high energy model Sibyll2.3d. Furthermore, E.m. interactions are fully simulated with
PROPOSAL. Earth has a magnetic field strength of 50 `) and a standard Linsley atmosphere, while
Mars has no magnetic field and a two layer density model provided by NASA [11]. Due to a current
technical limitation of UrQMD in CORSIKA 8 the atmosphere composition of Mars is kept as 78%
nitrogen and 22% oxygen instead of almost pure CO2. In the future this is not going to be necessary
– but it will hardly affect the results shown here. The results in lateral and longitudinal direction
are shown in Figure 5. Shown are the averages over 600 showers. Indeed, the showers on Mars
are seen in very early stages of their development. It will be an interesting further study to include
the Mars soil into the simulations to determine a full picture of the effect of cosmic radition on the
surface of Mars.

4.2 Showers with a transition from air to water

When the observation level of CORSIKA 8 is moved to (negative) 3 km below sea level, the
material between sea level and the observation level can be configured to be constant-density water
with the correct, known, ionization energy loss parameters. Showers will first normally develop
in air until the transition surface between air and water, and then consistently enter into water and
continue their development towards the observation level. Of course, any backscatter from the
dense medium into air is absolutely possible, too. The density model is shown in Figure 6 (left).

6



P
o
S
(
I
C
R
C
2
0
2
1
)
4
7
4

Hadron cascades in CORSIKA 8 Ralf Ulrich

2000 0 2000 4000 6000 8000 10000
Height (m)

100

101

102

103

De
ns

ity
 (k

g/
m

3 )

Air>0m, Water<0m

0 500 1000 1500 2000 2500
Depth (g/cm2)

0

10000

20000

30000

40000

50000

60000

70000

80000

N p
ar

t

proton, 1016eV, 0 , air->water
CORSIKA 8 preliminary (ICRC2021)

Hadrons ( > 5GeV)
Electrons ( > 10GeV)
Muons ( > 5GeV)
Neutrinos ( > 5GeV)

Figure 6: Left panel: Density model with a Linsley US std. atmosphere above sea level and water below sea
level. Right panel: Longitudinal profile with a transition from air to water. The transition depth is shown as a
dashed line. Note that the shown 1500 g/cm2 of water depth just correspond to about 15m of water column,
while the simulation continues down to -3 km.

Here we use UrQMD for energies below 63.1GeV and Sibyll2.3 above this. E.m. interactions
are handled with PROPOSAL. Particles with energies below 5GeV are removed; electrons and
photons already at 10GeV. Note, that currently PROPOSAL does not yet include density-dependent
effects like LPM, but this will change in the future and will further improve such simulations.

In the resulting longitudinal particle number profile also neutrinos are included here, see
Figure 6 (right), to illustrate the propagation through dense media. While the e.m. cascade is almost
instantly absorbed in water, and muons start to be attenuated, the neutrinos are just continuing their
trajectories to the observation level. It is interesting to note, that when the hadron core hits the
dense media a very brief period of enhanced shower activity occurs – in distance this is just a few
meters. While the properties in terms of ionization of water and air are just slightly different (e.g.
critical energy in air is 88MeV and in water 78MeV) the main difference is the density and thus the
energy loss per meter being a factor of ≈1000 higher in water. In combination, this leads to very
efficient energy transport in water towards low energy particles (and below the cutoff energy of the
simulation). In the longitudinal profiles this is evident since the regeneration of muons and also
neutrinos in water above the energy cutoff is quite small. One can also imagine the conversion from
depth to geometric distance to be very important. The decay of particles happens on geometric
distance scale which is a factor of 1000 compressed in water compared to air, strongly suppressing
the generation of new particles via decays per unit of depth.

5. Summary

CORSIKA 8 is becoming a highly versatile, fundamentally modular and powerful tool to
perform particle cascade simulations. Sufficient completeness in term of provided models and
robustness already allow for specific limited studies, many of which could not be done (easily)
with other existing tools and programs. It was just started to perform real validation studies with
CORSIKA 8, while in parallel more-and-more features and physics models are included.

In this work we have focused on a detailed comparison of air showers at high energies between
different models and simulation programs. Preliminary results indicate agreement (mostly much)
better than 10%, with a few points worth further investigations. For example kaon spectra are
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a bit less consistently simulated, also there seem to be some small energy-dependent deviations.
An indeed interesting result is that the LDF at sea level is slightly but systematically wider in
CORSIKA 8 than in CORSIKA 7. Finally, longitudinal profiles simulated with CORSIKA 7 appear
to be slightly slower in their development than, both, CORSIKA 8 and MCEq. This is even a bit
more pronounced in MCEq than in CORSIKA 8.

In conclusion, CORSIKA 8 is shown to be already a partially powerful and robust tool for
various novel and specific air shower physics studies. However, the framework is not yet ready for
mass applications, further fundamental work is ongoing towards this direction. The project is open
for collaborators and early users for testing, improvements, feedback and contributions [15].
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1. Optical light in atmospheric cascades

For the observation of high-energy cosmic rays, direct observation by satellite-based ex-
periments is currently not possible, due to their comparably low rate. Large-scale Earth-based
observations, on the other hand, are hampered by the complex cascading interactions within the
atmosphere. To address this problem high-quality simulations of the entire cascade are required
to gain meaningful insight from the observed parameters. Large simulation samples are therefore
of great importance, but in many cases can only be achieved, if at all, with massive computational
and thus equally high costs. Several physical properties of the shower can be used as the observ-
able/measurable parameters. One frequently used feature is the well detectable emission of light
in the optical wavelength range in the form of Cherenkov radiation and fluorescent light within
the forming cascade. With over 80 % the first is one of the most run-time intensive parts in the
simulation chain, due to their very large number of individual photons.

In this work, the completely redeveloped C++17 simulation framework CORSIKA 8 [1] is
used. This is the successor of the widely used Fortran simulation software CORSIKA 7 [2], which
is difficult to modernize due to its age and architecture. Due to the steadily-advancing evolution of
computer hardware from former single CPU cores to today’s highly parallel heterogeneous systems,
the previous linear and iterative approach [3] used in CORSIKA 7 is no longer optimal for today’s
hardware. A different approach to the GPU implementation described in the following chapters is
the optimization of the previous method using vectorization [4].

Based on previous work of the author [5] and to leverage the extensive development of deep-
learning hardware, like the high processing power of modern graphics processors, the development
was focused on NVIDIA’s CUDA [6] architecture. This should facilitate better and more simulations
for future experiments.

2. Accelerated Architecture

The complete simulation chain for the generation and propagation of Cherenkov and fluores-
cence light emission described here is currently a Python program, utilizing PyCuda [7], which is
separated from the main CORSIKA framework to allow an easier evaluation, cross-checking, and
rapid changes of the developed GPU kernels. The CORSIKA output of individual particle traces is
directly transferred to Python and than the GPU to processed further.

For the overall GPU side processing of particle tracks several modules could be reduced
between the two different physical phenomena. On difference beside the generation itself is the
"Filter Stage". Due to the fact that fluorescence emission is isotropic and not beamed like Cherenkov
radiation, there is no early removal of particles applicable.

To utilize the full computational power of graphics co-processors, several special conditions
must be met. The most important of these is the data- and time-parallel execution of all operations.
This prohibits calculation on individual or a small number of traces, without massive performance
degradation. Thus, to ensure that there is always enough data present to keep all cores active, there
must be multiple parallel instances of CORSIKA present. The execution pattern for the first two
operations is data-parallel at the particle track level. The subsequent operations are parallelized at
the photon level.
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2.1 Track Input

In the currently utilized version of the input handler, the curvature of the particle traces due
to external factors, such as the geomagnetic field, is handled by the CORSIKA routines. To
abstract from this, the common simplification of the particle tracks as line segments with a length
corresponding to the acceptable error rate takes place. To reduce the workload on the CPU side and
avoid additional branching, all traces are passed directly to the GPU, regardless of whether they can
produce optical light emission.

On the GPU side, a first pass of the data applies some rough cuts in energy and charge to
remove data that could create floating-point problems later on. In addition, the data is moved and
restructured to allow for faster processing later on.

2.2 Filter Stage

Figure 1: Displayed are two features of different computing complexity that allow the separating of tracks
that, with a high probability, will not contribute to the observable Cherenkov photons. As basis for this
analysis the preliminary locations and telescope sizes of the CTA North side were used.

Even though graphics co-processors are massively more powerful than CPUs, the efficient
avoidance of unnecessary computations by suitable methods allows a significant reduction of
runtime, despite the resulting overhead. The simplest applicable method for reducing the number
of track segments passing the initial "Input Stage" (2.1) consists mainly of a single geometric cut.
Depending on the energy of the shower and the expected amount of photons, one can choose,
between a simple method that uses the angle between the flight direction and the vector to the center
of the experiment, and a more computationally intensive method that uses the minimum angle
between the flight direction and all experiment locations. In Figure 1 the preliminary positions
of CTA North [8] were used for this purpose to demonstrate the worst-case effectiveness of the
methods. For this worst-case study, a series of vertically incident was simulated using 1 TeV Gamma
as initial particle. With cuts made at 12° or 5°, a reduction of ∼14 % resp. ∼32 % was achieved.
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2.3 Photon Generation

The generation of photons can be divided into three parts:

• Calculating the number of photons

• Sampling of the emission point

• Calculating the direction of emission

Due to the different physical properties behind the emissions, two different kernels were developed.

2.3.1 Cherenkov Light

Calculating the number of photons emitted by each track is done with the Frank-Tamm formula
, which leads to the following formalism:

𝑁cher = 2𝜋𝛼𝑧2𝐿
𝜆1 − 𝜆2

𝜆1 · 𝜆2
· (1 − (𝑛𝛽)−2), (1)

with charge 𝑧, wavelength 𝜆, refractive index 𝑛 and track length 𝐿. Because of its small influence
of much less than 1 ‰ on the amount of photons created, atmospheric light dispersion is neglected
by averaging the wavelength-dependent refractive index over the interval of interest. If required
dispersion can be added in the future with the accompanying loss in performance. To reduce the
additional workload imposed by the artificial splitting of particle tracks used by the classic midpoint
formalism, in which all photons are emitted from the track center, the default track length given by
CORSIKA is maintained. To avoid imprecise handling and increase the simulation accuracy, the
photon origin is sampled by an exponential distribution fitted to the local refractive index profile.

The photon emission direction is first generated in the vertical direction:

(cos(𝜑rand) sin(𝜃𝑐), sin(𝜑rand) sin(𝜃𝑐),− cos(𝜃𝑐))⊺ ,

then rotated into the correct particle reference frame.

2.3.2 Fluorescence Light

Fluorescence emission can be calculated similarly to Cherenkov light in the previous section
but with a light yield given by Kakimoto et al. [9]. One possible optimization is that not all photons
have to be generated, but only those that point spatially in the direction of the experiment. This is
done by reducing the solid angle to a small area and then sampling the random numbers from it.

2.4 Photon Propagation

A correct photon propagation through the atmosphere would involve a computing-intensive
numerical integration along the path with changing refractive index. This scaled up for several
million photons per shower would result in a slow down of several orders of magnitude even with
GPUs. On the other hand, rectilinear propagation is very fast, but leads to errors that increase
sharply with the zenith angle.

The combined approach allows a significant reduction of the physical inaccuracies without
affecting the propagation time too much. For this purpose, an interpolation table is created before

4



P
o
S
(
I
C
R
C
2
0
2
1
)
7
0
5

GPU accelerated optical light propagation in CORSIKA 8 Dominik Baack

p

||p||
λp

At
m
os
ph
er
e

Figure 2: Displayed is the schematic structure of the planar
Atmosphere with correction factor 𝜆.

S
h

o
w

e
r 

A
xi

s

Atmosphere

Obsv. 
Layerza
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ture of the cylindrical atmospheric. Here
the red main axis is a tangent to the earth’s
surface and orthogonal to the shower axis
(orange).

the simulation, which contains a multiplicative correction factor. This can then be applied to the
impact point of the photon to shift it accordingly. In addition, these corrections are also made with
the time of arrival and the angle of impact. This procedure is already used in a similar form in
CORSIKA 7.

The atmosphere description used as example here is the so-called "US standard atmosphere"
[10] model. Depending on the required precision or run-time different simplification can be made.
The simplest and fastest model is the assumption of planar atmosphere, i.e. without Earth curvature.
This assumption allows to exploit symmetries that significantly reduce the required complexity to
2D and so the size of the tables. This table is as example displayed in Figure 4. It displays the
scaling factor 𝜆, which describes the shift along the normalized project vector on the ground plane
as seen in Figure 2.

The use of specialized GPU hardware, the so-called texture unit, allows an extremely efficient
interpolation between the individual values of the 2D table. This is done in parallel to the other
computations, so that the method has almost the same runtime properties as the strictly linear
propagation.

Even for this model the error drastically increases at very high zenith angles because the sim-
plification as a plane atmosphere shows a strong deviation from the real-world behavior. However,
a table generated for this purpose is considerably more extensive and, with 4 dimensions, no longer
be interpretable in hardware. Further work shows promising results by removing one dimension
and interpolating the atmosphere as a long cylinder (Figure 3) instead.
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Figure 4: Correction factor for the straight line propagation based on a simplified planar atmosphere model.

2.4.1 Output

After propagation of the individual photons there is a last reduction step to reduce transfer time
between GPU and CPU. This step removes all photons not hitting predefined areas. Those are usual
telescope positions, but can be extended to encompass the whole shower. One sample is shown
in Figure 5 displaying the unfiltered cascade, light emission on ground and the preliminary CTA
Position projected on a 2D layer.

3. Summary and Outlook

The implementation of Cherenkov light for highly parallel hardware like GPUs shows promising
results in terms of overall performance and flexibility. The statistical comparison between the classic
photon generation and the GPU solution still needs to be extended and additional systematic studies
with Cherenkov telescopes need to be performed.

After testing is complete the kernels will be moved out of the Python applications to the C++
framework to allow easier use and faster interconnect between CPU and GPU code.
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