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Figure 6. Comparison of high-time resolution profiles of the 100–500 keV emission observed in the GBM BGO detector and of >30 MeV LLE data. A cross-correlation
analysis indicates that the high-energy γ -ray emission had an overall lag of 6 ± 3 s relative to the bremsstrahlung.
(A color version of this figure is available in the online journal.)

from cosmic-ray proton interactions in the solar atmosphere
and photosphere, and from Compton scattering of cosmic-ray
electrons on solar blackbody photons. The LAT is therefore a
sensitive monitor of temporally extended solar-flare emission
such as detected by CGRO EGRET experiment following the
1991 June 11 flare (Kanbach et al. 1993; Rank et al. 2001).
We therefore studied the emission within 15◦ of the Sun in
the hours preceding and following the flare. The standard LAT
data products were used in the analysis, which modeled the
region around the Sun including all sources in the Second Fermi
LAT Source Catalog (The Fermi-LAT Collaboration 2011),
isotropic and Galactic diffuse emissions, and spatially extended
Compton-scattered solar photons discussed above.

In Figure 7, we plot 95% confidence limits on the >100 MeV
flux from the solar disk in ∼30 minutes exposures every two
orbits from 6 hr before the flare to 22 hr after it. We note
that the Sun was outside the FOV for LAT standard-product
analysis during the flare, but its γ -ray emission could be studied
in the orbits just before and after the flare. During this time
period the Moon passed within 10◦ of the Sun and its flux of
∼1 × 10−6γ cm−2 s−1 made a significant contribution to the
measured solar fluxes because we did not include it in the
model of the source region. There is no evidence for an increase
in the solar emission following the time of the flare, which
is denoted by the peak flare flux >100 MeV. This peak flux
is about 1000 times higher than the plotted upper limits. We
wish to compare this to the time extended >100 MeV emission
observed by EGRET following the 1991 June 11 flare (Kanbach
et al. 1993; Rank et al. 2001). But EGRET was saturated at
the peak of the flare and therefore its time history cannot be
normalized to the >100 MeV LAT peak flux of the June 12 flare.
However, after the peak of the flare the ratio of the >100 MeV
EGRET flux to the 2.223 MeV neutron-capture line measured
by COMPTEL, which operated normally throughout the June 11
flare, was relatively constant. We therefore used the COMPTEL
time history as a proxy for the EGRET >100 MeV photon fluxes.
The time profile of the COMPTEL 2.223 MeV neutron-capture
line flux (Share et al. 1997), normalized to the peak >100 MeV
LAT June 12 flux, is shown in the Figure 7. We see that during
the first 30 minute exposure following the flare, the LAT upper
limit is a factor of ∼20 below the value expected if there had

been comparable extended emission similar to that found on
1991 June 11.

5. SUMMARY AND DISCUSSION

The 2010 June 12 flare was the first in Cycle 24 to be observed
to emit nuclear γ -rays. It was also the first flare detected by the
Fermi LAT at energies above 30 MeV. The hard X-ray and
nuclear line radiation was observed both by the Fermi GBM
and RHESSI spectrometers. In this paper, we only analyzed
GBM data because RHESSI was offset from the Sun to study
the Crab Nebula during the time period of the flare; this affected
knowledge of the instrument response.

The fact that the flare emitted detectable γ -rays at all is
surprising because its peak soft X-ray emission only reached
a GOES M2 level. However, Shih et al. (2009) and others have
shown that γ -ray line fluences are only weakly correlated with
GOES soft X-ray emission but are strongly correlated with
electron bremsstrahlung fluences >300 keV. This is true for
the June 12 flare as we find that the measured bremsstrahlung
and 2.223 MeV fluences are consistent with the established
correlation.

The flare originated from a compact region and its hard X-ray
emission only lasted 50 s. Figure 6 reveals striking information
about the processes that accelerate protons and/or electrons to
energies of hundreds of MeV. We find that although some of the
particles reach energies !100 MeV within about 3 s, the bulk
of these particles reach such high energies following a delay of
about 10 s. This is revealed in the delayed double-peaked time
structure >30 MeV that is similar to what is observed in hard
X-rays.

In Table 1, we list the best-fitting parameters from our fits
to the GBM and LAT spectra. These include the amplitudes (at
300 keV) and indices of two power-law continua observed by
the GBM between 300 keV and 8 MeV. The first is an extension
of the hard X-ray spectrum observed by the GBM NaI detectors.
The second appears to be a hard power law with an exponential
cutoff energy near 2.5 MeV. Although the GBM only has
moderate spectral resolution, it was able to measure the fluences
of the 0.511 MeV annihilation and 2.223 MeV neutron capture
lines, and the total nuclear de-excitation emission. There was no
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Fig. 3. Summary data for two magnetopause crossings of MMS2 on 2015 October 16. The crossings 
are shown by the vertical blue dashed lines. Boundary-normal coordinates (L, M, N) are used with N normal 
to the boundary and away from the Earth, L perpendicular to N and in the plane of reconnection (nearly 
along the magnetospheric magnetic-field direction), and M normal to the L, N plane (generally westward). 
These directions were determined from a minimum variance analysis of the magnetic field data between 
13:05:40 and 13:06:09 UT. The (x, y, z) GSE components of the L, M and N axes are: L = (0.3665, –0.1201, 
0.9226) GSE, M = (0.5694, –0.7553, –0.3245) GSE, and N = (0.7358, 0.6443, –0.2084) GSE. Panel data 
include: (A) magnetic-field vectors, (B) energy-time spectrogram of ion energy flux, (C) energy-time 
spectrogram of electron energy flux, (D) total plasma density, (E) ion flow velocity vectors, (F) magnitudes 
of electron and ion convection velocities, (G) current computed from velocity moments of ions and 
electrons, (H) current computed from ∇ × B, (I) parallel and perpendicular (to B) electron temperatures, 
and (J) electric-field vectors. In the very low-density region to the left of the first vertical blue dashed line 
spacecraft charging effects on plasma moment calculations may affect the data. The diagram to the right is 
the result of a numerical plasma simulation (Movie 1) using parameters from the magnetopause crossing 
centered on 13:07 UT. Spatial coordinates in the diagram are shown both in km and in ion diffusion lengths, 
L(di). Color scale indicates JM current density. 
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PROPOSITION OF MAGNETIC RECONNECTION
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SWEET'S MECHANISM FOR MERGING MAGNETIC FIELDS 5!1 

c 

(a) 

(b) 

(c) 

FzQ. 1--(a) Two widely separated bipolar sunspot groups at the same solar latitudes 
(b) The distortion of the bipolar fields as the groups are shoved together 
(c) The reconnection of the lines of force in a week or so, as a consequence of 

Sweet's mechanism 

Without Sweet's mechanism, the diffusion velocity would be c"/L•, which is equal 
to (I/L)ul :For the case of two bipolar sunspot fields of 1,000 gauss, L • 10•cm, 

= "'• 7 m/sec, "'• 1.8 X 10 TM 10-Sgm/cm •, we have Co -- • = esu, and p • 100 km/sec, u _-- 

Parker (1957)
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Fig. E.1. The SED with the best-fitting model calculations.

Table D.1. Parametrization of the IC flux.

Coefficient Value
p0 . . . . . . . . . . . . . . . . . . . . . . . . −10.2708
p1 . . . . . . . . . . . . . . . . . . . . . . . . −0.53616
p2 . . . . . . . . . . . . . . . . . . . . . . . . −0.179475
p3 . . . . . . . . . . . . . . . . . . . . . . . . 0.0473174
p4 . . . . . . . . . . . . . . . . . . . . . . . . 0
p5 . . . . . . . . . . . . . . . . . . . . . . . . −0.00449161

Notes. The coefficients correspond to Eq. (D.1).

6%, less than 1% for p0 and p2 and about 1% for p1. The value
of p4 is set to zero since its relative error is otherwise around
150%, and thus p4 is not neccessary for a satisfactory fit.

Appendix E: Final SED
Figure E.1 summarizes the best fits for the constant B-field
model and the MHD flow model (see Sect. 2), together with all
data points of the references in Table 1 and in Aharonian et al.
(2004). Likewise, the scaling factors for the IACTs introduced
in Sect. 4 are also applied.
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ABSTRACT

The continuum high-energy gamma-ray emission between 1 GeV and 105 GeV from the Crab Nebula has been measured for the first
time in overlapping energy bands by the Fermi large-area telescope (Fermi/LAT) below ≈100 GeV and by ground-based imaging air
Cherenkov telescopes (IACTs) above ≈60 GeV. To follow up on the phenomenological approach suggested by Hillas et al. (1998),
the broad band spectral and spatial measurement (from radio to low-energy gamma-rays <1 GeV) is used to extract the shape of
the electron spectrum. While this model per construction provides an excellent description of the data at energies <1 GeV, the
predicted inverse Compton component matches the combined Fermi/LAT and IACT measurements remarkably well after including
all relevant seed photon fields and fitting the average magnetic field to B = (124 ± 6 (stat.) +15

−6 (sys.)) µG. The close match of the
resulting broad band inverse Compton component with the combined Fermi/LAT and IACTs data is used to derive instrument specific
energy-calibration factors. These factors can be used to combine data from Fermi/LAT and IACTs without suffering from systematic
uncertainties on the common energy scale. As a first application of the cross calibration, we derive an upper limit to the diffuse
gamma-ray emission between 250 GeV and 1 TeV based upon the combined measurements of Fermi/LAT and the H.E.S.S. ground-
based Cherenkov telescopes. Finally, the predictions of the magneto-hydrodynamic flow model of Kennel & Coroniti (1984) are
compared to the measured SED.

Key words. ISM: individual objects: Crab Nebula – radiation mechanisms: non-thermal – acceleration of particles –
magnetohydrodynamics (MHD) – gamma rays: diffuse background

1. Introduction

The Crab Nebula has been and remains an intensely studied ob-
ject in astrophysics (for a recent review see e.g. Hester 2008).
It is part of the remnant of a core-collapse supernova that oc-
curred in 1054 AD at a distance of d ≈ 2 kpc (Trimble 1968).
Observations of the nebula have been carried out at every ac-
cessible wavelength resulting in a remarkably well-determined
spectral energy distribution (SED). Therefore, the Crab Nebula
is an ideal object for detailed studies of the conversion of
Poynting flux to particle energy flux (see e.g. Coroniti 1990;
Kirk & Skjæraasen 2003; Arons 2008) and finally of the ac-
celeration processes taking place at the termination shock (see
e.g. Emmering & Chevalier 1987; Spitkovsky & Arons 2004).
The commonly considered model for the Crab Nebula (see
e.g. Rees & Gunn 1974, henceforth RG74) assumes an ultra-
relativistic outflow from the pulsar that terminates in a stand-
ing shock at a distance rs which is roughly 10% of the to-
tal nebula’s size. In the downstream medium, the particles are
pitch-angle isotropized, forming a broad power law in energy.
The magneto-hydrodynamic (MHD) analysis of the downstream
flow by Kennel & Coroniti (1984), henceforth KC84, provides
an elegant solution to the particle distribution and the magnetic
field downstream of the shock under the assumption of a partic-
ular ad hoc injection spectrum. In the framework of this model,
the radio emission is explained by a separate electron population,
which has been linked to the high spin-down phase of the pulsar
(relic electrons, Atoyan 1999) or by acceleration in MHD tur-
bulences (Nodes et al. 2004).

Several different models have been proposed to explain the
observed high-energy gamma-rays as inverse Compton emis-
sion from the same electron population responsible for the syn-
chrotron X-ray emission (see, e.g., de Jager & Harding 1992;
Atoyan & Aharonian 1996; Hillas et al. 1998; Bednarek &
Bartosik 2003; Aharonian et al. 2004; Zhang et al. 2008; Volpi
et al. 2008. We point out that Volpi et al. use a time-dependent
axisymmetric numerical simulation of the nebula’s evolution).
The large uncertainties in the observational data in the past have
only weakly constrained the models at high energies, i.e., be-
tween 1 GeV and 100 GeV. The largely improved statistics of
the measurements carried out with the recently commissioned
Fermi/LAT (Atwood et al. 2009) have provided us with more
accurate data in this crucial energy window. Nevertheless, the
combined observations carried out with different instruments in
overlapping energy bands (Fermi/LAT and IACTs) are currently
limited by the systematic uncertainties of the relative and abso-
lute energy calibration.

Because of this, a two-pronged approach is followed here.
On the one hand, we perform accurate modeling of the available
measurements of the broad band SED of the Crab Nebula. On
the other, the model is used to derive corrections of the measured
energy scale for the individual instruments to a common energy
scale. This cross calibration reduces the systematic uncertainties
and proves useful for any study which relies on the combination
of spectral measurements of the Fermi/LAT and IACTs.

Given that we are mainly interested in the spectral model-
ing of the high-energy emission, which is currently not spatially
resolvable, we primarily apply a simple and robust approach
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Fig. 5.— Integral flux above 100 MeV as a function of time during the 2011 April Crab flare. The light
curve is binned into equal exposure bins during times with no Earth occultation, with a mean bin duration
of nine minutes. The dotted line indicates the sum of the 33-month average fluxes from the inverse-Compton
nebula and the pulsar. The dashed line shows the flux of the average synchrotron nebula summed to the
latter. The solid black lines show the best fit of a model consisting of a constant plus an exponential function
at the rise of both sub-flares (see text). The blue vertical lines indicate the intervals of each Bayesian Block
during which the flux remains constant within statistical uncertainties. The time windows are enumerated
at the top of the panel. The corresponding flux is shown by the blue marker below each number. The SED
for each of the time windows is shown in Figure 6.

flux hypothesis. The algorithm to determine the
optimal partition is described by Jackson et al.
(2005). The BB-binned light curve is shown in
Figure 5. It is statistically compatible with the
original light curve (χ2

r/ndf = 257/232). This im-
plies that flux variations within each BB cannot be
distinguished with confidence from a locally con-
stant flux. The shortest BBs are detected at the
maximum of both sub-flares and have durations
of ≈9 hours.

In order to measure the rate of flux increase at
the rising edges of the sub-flares we parametrized
them with an exponential function plus a constant
background. The best-fit functions are shown in
Figure 5. The time ranges over which the fits were
performed were defined by the centers of the BBs
before and at the maximum of each sub-flare. The
resulting doubling time is 4.0 ± 1.0 hours and 7.0
± 1.6 hours for the first and second sub-flare, re-
spectively. As these values depend on the some-
what arbitrarily chosen parametrization and fit

ranges, we conservatively estimate that the dou-
bling time scale in both sub-flares is td ! 8 hours.

The PDS of the April 2011 flare is shown in
Figure 4. It was obtained by computing the
Fourier transform of the autocorrelation function
using an algorithm for unevenly sampled data
(Edelson & Krolik 1988). The PDS can be de-
scribed by a power law of index ≈1.1 and reaches
the noise floor at a frequency of ≈0.6 cycles per
day. The doubling time of the corresponding sinu-
soidal component is ≈10 hours, in agreement with
the expectation from the measured doubling times
of the flares.

The pulsar flux remained unchanged during
the flare, with an average flux above 100 MeV
of FP = (21.7 ± 1.1) × 10−7 cm−2 s−1 dur-
ing the main part of the flare (MJD 55663.70–
55671.02). The flux increase is phase-independent.
This is illustrated in Figure 1, where the pha-
sogram during the main flare period is shown.
The peaks in the on-pulse interval remain at the
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Fig. 6.— Spectral Energy Distribution evolution during the April 2011 Crab flare. The time windows are
indicated in the bottom left corner of each panel and correspond to the ones indicated in Figure 5. The
dotted line shows the SED of the flaring component, the dot-dashed line the constant background from the
synchrotron nebula, and the dashed line is the sum of both components (see text). The average Crab nebular
spectrum in the first 33 months of Fermi observations is also shown in gray for comparison.

same position. We also searched for periodici-
ties other than the Crab pulsar with the time-
differencing technique (Atwood et al. 2006), ap-
plying the event-weighting technique described in
Bickel et al. (2008). We scanned the frequency
range 0.1–256 Hz, allowing for a possible spindown
up to twice the value of the Crab pulsar. No sig-
nificant signal was found besides the pulsar, which
was detected with a significance > 5.5σ. Finally,
we searched for photon clumping on time scales
shorter than the ≈10 min time binning by apply-
ing a Bayesian Block analysis on the single photon
arrival times, with no significant detection.

4.1. Spectral evolution during the flare

In order to measure the energy spectrum dur-
ing the flare, and its evolution with time, the data
must be averaged in time intervals long enough
to ensure adequate photon statistics, but short
enough to provide adequate temporal resolution.
The 11 bins of approximately constant flux, de-
rived from the BB analysis, provide a reasonable
compromise between these two constraints.

The SEDs for each of the time bins are shown
in Figure 6, after subtracting the steady emis-
sion from the pulsar and the inverse-Compton
component of the nebula. It can be clearly seen
that a new spectral component emerges from the
synchrotron nebula during the flare, moving into
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gamma-ray flares from the Crab Nebula

Buehler et al. (2011)

• emission peak at ~400 MeV 

• variability time scale of a few hr 

• must be synchrotron radiation from PeV 
electrons 

• exceeds the synchrotron limit  
mec2/α ~100 MeV

Uzdensky et al. (2011), Bednarek & Idec (2011)
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Tavani et al. (2011) 
Abdo et al. (2011)
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Fig. 1.—Integral flux above 200 GeV observed from PKS 2155!304 on
MJD 53,944 vs. time. The data are binned in 1 minute intervals. The horizontal
line represents I(1200 GeV) observed (Aharonian et al. 2006) from the Crab
Nebula. The curve is the fit to these data of the superposition of five bursts
(see text) and a constant flux.

Fig. 2.—Fourier power spectrum of the light curve and associated mea-
surement error. The gray shaded area corresponds to the 90% confidence in-
terval for a light curve with a power-law Fourier spectrum . The!2P ∝ nn

horizontal line is the average noise level (see text).

AGNs known as blazars. As a result, blazar variability studies
are crucial to unraveling the mysteries of AGNs. Over a dozen
blazars have been detected so far at very high energies (VHEs).
In the southern hemisphere, PKS 2155!304 is generally the
brightest blazar at these energies and is probably the best studied
at all wavelengths. The VHE flux observed (Aharonian et al.
2005a) from PKS 2155!304 is typically of the order ∼15% of
the Crab Nebula flux above 200 GeV. The highest flux previously
measured in one night is approximately 4 times this value, and
clear VHE-flux variability has been observed on daily timescales.
The most rapid flux variability measured for this source is 25
minutes (Aharonian et al. 2005b) occurring at X-ray energies. The
fastest variation published from any blazar, at any wavelength, is
an event lasting∼800 s, where the X-ray flux fromMrk 501 varied
by 30% (Xue & Cui 2005),30 while at VHEs doubling timescales
as fast as ∼15 minutes have been observed fromMrk 421 (Gaidos
et al. 1996).
The High Energy Stereoscopic System (H.E.S.S.; Hinton

2004) is used to study VHE g-ray emission from a wide variety
of astrophysical objects. As part of the normal H.E.S.S. ob-
servation program, the flux from known VHE AGNs is mon-
itored regularly to search for bright flares. During such flares,
the unprecedented sensitivity of H.E.S.S. (5 standard deviation,
j, detection in ∼30 s for a Crab Nebula flux source at 20!
zenith angle) enables studies of VHE flux variability on time-
scales of a few tens of seconds. During the 2006 July dark
period, the average VHE flux observed by H.E.S.S. from PKS
2155!304 was more than 10 times its typical value. In par-
ticular, an extremely bright flare of PKS 2155!304 was ob-
served in the early hours of 2006 July 28 (MJD 53,944). This
article focuses solely on this particular flare. The results from
other H.E.S.S. observations of PKS 2155!304 from 2004
through 2006 will be published elsewhere.

2. RESULTS FROM MJD 53,944

A total of three observation runs (∼28 minutes each) were
taken on PKS 2155!304 in the early hours31 of MJD 53,944.

30 Xue & Cui (2005) also demonstrate that a 60% X-ray flux increase in
∼200 s observed (Catanese & Sambruna 2000) from Mrk 501 is likely an
artifact.

31 The three runs began at 00:35, 01:06, and 01:36 UTC, respectively.

These data entirely pass the standard H.E.S.S. data-quality se-
lection criteria, yielding an exposure of 1.32 hr live time at a
mean zenith angle of 13!. The standard H.E.S.S. calibration
(Aharonian et al. 2004) and analysis tools (Benbow 2005) are
used to extract the results shown here. As the observed signal
is exceptionally strong, the event-selection criteria (Benbow
2005) are performed using the “loose cuts,” instead of the
“standard cuts,” yielding an average postanalysis energy thresh-
old of 170 GeV. The loose cuts are selected since they have a
lower energy threshold and higher g-ray and background ac-
ceptance. The higher acceptances avoid low-statistics issues by
estimating the background and significance on short timescales,
thus simplifying the analysis. The on-source data are taken from
a circular region of radius centered on PKSv p 0.2!cut
2155!304, and the background (off-source data) is estimated
using the “Reflected-Region” method (Berge et al. 2007).
A total of 12,480 on-source events and 3296 off-source

events are measured with an on-off normalization of 0.215.
The observed excess is 11,771 events (∼2.5 Hz), corresponding
to a significance of 168 j calculated following the method of
equation (17) in Li & Ma (1983). It should be noted that use
of the standard cuts also yields a strong excess (6040 events,
159 j) and results (i.e., flux, spectrum, variability) consistent
with those detailed later.

2.1. Flux Variability

The average integral flux above 200 GeV observed from PKS
2155!304 is I(1200 GeV) p (1.72" 0.05 " 0.34 )#stat syst

cm s , equivalent to ∼7 times the I(1200 GeV) observed!9 !2 !110
from the Crab Nebula ( ; Aharonian et al. 2006). Figure 1ICrab
shows I(1200 GeV), binned in 1 minute intervals, versus time.
The fluxes in this light curve range from to ,0.65I 15.1ICrab Crab
and their fractional rms variability amplitude (Vaughan et al.
2003) is . This is ∼2 times higher than ar-F p 0.58" 0.03var
chival X-ray variability (Zhang et al. 1999, 2005). The Fourier
power spectrum calculated from Figure 1 is shown in Figure 2.
The error on the power spectrum is the 90% confidence interval
estimated from simulated light curves. These curves are410
generated by adding a random constant to each individual flux
point, where this constant is taken randomly from a Gaussian
distribution with a dispersion equal to the error of the respective
point. The average power expected when the measurement error
dominates is shown as a dashed line (see the Appendix in

GAMMA-RAY VARIABILITY OF BLAZARS 
AND MISALIGNED AGNS

November 2012, the mean flux above 300 GeV was
ð6:08 T 0:29Þ # 10−11 cm−2s−1; that is, four times
higher than the highest flux during previous
observations in 2009/2010. The measured spec-
trum (Fig. 3) can be described by a simple power
law with a differential photon spectral index of
G ¼ 1:90 T 0:04stat T 0:15syst in the energy range
of 70 GeV to 8.3 TeV (table S2). Owing to its prox-
imity, the spectrum of IC 310 is only marginally
affected by photon-photon absorption in collisions
with the extragalactic background light (EBL).
IC 310 harbors a supermassive black hole with

a mass of M ¼ ð3þ4
−2 Þ # 108Msun (section S1.1),

corresponding to an event horizon light-crossing
time of DtBH ¼ ð23þ34

−15 Þ min. The mass has been
inferred from the correlation of black hole
masses with the central velocity dispersion of
their surrounding galaxies (29, 30). The reported
errors are dominated by the intrinsic scatter of
the distribution. The same value of the mass is
obtained from the fundamental plane of black
hole activity (31). The scatter in the fundamental
plane for a single measurement is larger and
corresponds to a factor of e7:5.
During 3.7 hours of observations, extreme var-

iabilitywithmultiple individual flareswas detected
(Fig. 4 and figs. S3 and S4). The flare has shown
the most rapid flux variations ever observed in
extragalactic objects, comparable only to those
seen in Mrk 501 and PKS 2155-304. A conserva-
tive estimate of the shortest variability time scale
in the frameof IC 310 yieldsDt=ð1þ zÞ ¼ 4:8min.
It is the largest doubling time scale with which
the rapidly rising part of the flare can be fitted
with a probability > 5% (fig. S4). The light curve
also shows pronounced large-amplitude flicker-
ing characterized by doubling time scales down
to Dte1 min. The conservative variability time
scale corresponds to 20% of the light travel time
across the event horizon, or 60% of it, allowing
for the scatter in the dynamical black hole mass
measurement.
From the absence of a counter radio jet and

the requirement that the proper jet length does
not exceed the maximum of the distribution of
jet lengths in radio galaxies, the orientation an-
gle was found to be in the range q ~ 10° to 20°
(section S1.2), and the Doppler factor consistent
with d ≈ 4 (32). These values put IC 310 at the
borderline between radio galaxies and blazars.
The jet power estimated from observations of the
large-scale radio jet is Lj ¼ 2# 1042 erg s−1, as-
suming that it contains only electrons, positrons,
andmagnetic fields in equipartition of their energy
densities (section S1.3). For a radiative efficiency
of 10%, the Doppler-boosted average luminosity
of the jet emission amounts to 0:1d4Lj ≈ 5# 1043

erg s−1, which is close to the one observed in very
high-energy gamma rays. For de4, the variability
time scale in the co-moving frame of the jet,
where it should be larger than GjDtBH, is actually
close to DtBH (Fig. 1). A very high value of the
Doppler factor is required to avoid the absorption
of the gamma rays due to interactions with
low-energy synchrotron photons, inevitably co-
produced with the gamma rays in the shock-in-
jet scenario. The optical depth to pair creation by

thegammarays canbeapproximatedby tggð10 TeVÞ
e300ðd=4Þ

−6ðDt=1minÞ−1ðLsyn=1042ergs−1Þ.Adopt-
ing a nonthermal infrared luminosity of e1% of
the gamma-ray luminosity during the flare, the
emission region would be transparent to the
emission of 10-TeV gamma rays only if d ≳ 10.

For the range of orientation angles inferred from
radio observations, the Doppler factor is con-
strained to a value of d < 6 (Fig. 1). One can spec-
ulate whether the inner jet, corresponding to
the unresolved radio core, bends into a just-right
orientation angle to produce the needed high
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MINUTE-TIMESCALE γ-RAY VARIABILITY OF QUASAR 3C 279 IN 2015 JUNE 7

Figure 2. Light curves of 3C 279 above 100 MeV with minute-timescale intervals. (a): Intervals of 5 min (red) and 3 min (green) during the outburst phase
from Orbits B–J. (b): Enlarged view during Orbits C and D. Each range is indicated with dotted vertical lines in (a). The points denote the fluxes (left axis), and
the gray shaded histograms represent numbers of events (right axis) detected within 8◦ radius centered at 3C 279 for each bin. Contamination from both diffuse
components were estimated as ∼ 1 photon for each 3-min bin.

Figure 3. Power Density Spectrum (PDS) of the γ-ray flux of 3C 279. (left) PDS derived from three different time-binned light curves: 3 days (red and
magenta), orbital period (blue) and 3 min (green). The PDS’s marked in red and magenta were derived using the first and second halves of the first 7-year
Fermi-LAT observation, respectively. The second half of the interval contains the giant outburst phase in 2015 June. (right) Enlarged view of the high-frequency
part of the PDS, based on 3-min binned light curves, plotted using a linear scale and including also the highest frequencies. The white noise level has been
subtracted.

Ackermann et al. (2016)

∼1 GeV. The SED peaks were located at significantly higher
energies than for the usual states of 3C 279, when the peak is
located below the Fermi-LAT band (<100MeV), but lower
than Epeak observed in the 2013 December 20 flare (3 GeV).

Figure 4 shows the γ-ray SED as measured by Fermi-LAT
for each orbit. In these plots, Orbits F and G and Orbits H and I
were combined because they showed similar spectral fitting
results and fluxes. The spectra in the “pre-outburst” and “post-
flare” periods as defined in Figure 1 were also extracted for
comparison. The spectral peaks are apparently located within
the LAT energy band during the outburst. The peak SED flux
reaches nearly ∼10−8 erg cm−2 s−1, corresponding to an
apparent luminosity of 1049 erg s−1.

3. DISCUSSION

For the first time, Fermi-LAT detected variability of
>100MeV γ-ray flux from a blazar on timescales of

~t 5 minutesvar,obs or shorter. These timescales are compar-
able to the shortest variability timescales detected above
100 GeV in a handful of blazars and a radio galaxy
by ground-based Cherenkov telescopes (PKS 2155–304,
Aharonian et al. 2007; Mrk 501, Albert et al. 2007; IC 310,
Aleksić et al. 2014). Moreover, this is only the second case
when such timescales have been reported for an FSRQ blazar,
after PKS 1222+216 (Aleksić et al. 2011), while Fermi-LAT
had only ever detected variability as short as hour timescales in
some FSRQs (e.g., Abdo et al. 2011a; Saito et al. 2013;
Hayashida et al. 2015). This observational result imposes very
stringent constraints on the parameters of the γ-ray emitting
region.
Emitting region size: the observed variability timescale

constrains the characteristic size of the emitting region radius
( ) ( )�� �< +g

-R ct z1 10 50 pcvar,obs
4 , where � is the

Doppler factor. With such an extremely short variability
timescale, we may consider a significantly larger dissipation

Figure 4. (a), (b): Gamma-ray SEDs of 3C 279 for each orbit during the outburst phase, as well as “pre-outburst” and “post-flare” as indicated in Figure 1. The
downward arrows represent 95% confidence level upper limits. (c): Best-fit parameters of the spectra based on the log-parabola model for each orbit (see Table 1 for
numbers). (d) Broadband SED of Orbits C and D, and some historical multi-band observations with EGRET, MAGIC, and Fermi-LAT.
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is difficult, the flux doubling time is conservatively less than
10 minutes, and plausibly ∼5 minutes or shorter.

2.3. Power Density Spectrum

The available LAT data allow us to study the power density
spectrum (PDS) on different timescales. Results for three
different frequency ranges are shown in Figure 3. Two lower-
frequency (<0.1 day−1) PDSs were calculated, each from a
3-day binned light curve covering one half of the 7 year LAT
data (MJD 54683–55950 and 55950–57254, respectively). The
PDS for intermediate frequencies is based on a light curve for
the active period in 2015 June (MJD 57181–57197), binned on
the orbital period of Fermi. White noise subtraction was based
on the estimated measurement errors in the light curves and
these were also logarithmically binned before plotting in
Figure 3. The PDSs for high frequencies were derived from the
3-minute binned sub-orbital light curves of Orbits B–J. One
PDS was calculated for each orbit, and then these were
averaged. White noise defined from the flat PDS level above
110 days−1 has been subtracted. The normalization of the PDS

means that if the rms/flux is constant during variations in
source flux, the PDS level will not change. The intermediate
frequency PDS connects well with the low-frequency PDS for
the second 3.5 years, which includes the active period in 2015
June. The PDS for the second 3.5 year interval shows a higher
relative variability and a flatter spectrum (slope:−0.61 ± 0.06)
compared to the first interval (slope:−1.24 ± 0.15), as well as
a break around 0.1 day−1.

2.4. Gamma-Ray Spectra

Gamma-ray spectra measured by Fermi-LAT, extracted for
each orbit during the outburst, were fitted to simple power-law
(PL) and log-parabola (LP: ( ) ( )µ a b- -dN dE E E E E

0
log 0

with E0 = 300MeV) models (see Table 1). The peak energy
(Epeak) of the spectral energy distribution (SED) was derived
from a fit with the LP model. Generally, the LP model is more
favored than the PL model to describe the spectral shape. The
fitting results suggest that Epeak ranges between ∼300MeV and
∼1 GeV during the outburst. At the beginning and end of the
outburst, the spectra appear relatively hard, with SED peaks at

Table 1
Flux and Spectral Fitting Results of 3C 279 above 100 MeV for Each Orbit (A−K) during the Outburst Phase

Orbit Fluxa Γγ α β Epeak TS - DL2 c p-valued p-valued Emax

Number (10−7) (PLb) (LPb) (LPb) (GeV) (5-minute bin) (3-minute bin) (GeV)

A 121 ± 17 1.96 ± 0.11 1.84 ± 0.19 0.06 ± 0.08 1.1 ± 0.9 502 0.7 K K 8.8
B 218 ± 19 1.91 ± 0.07 1.75 ± 0.12 0.08 ± 0.05 1.40 ± 0.66 1346 3.2 0.434 0.453 16.9
C 350 ± 21 2.01 ± 0.05 1.71 ± 0.09 0.20 ± 0.05 0.61 ± 0.10 3037 21.9 0.00148 0.000474 9.3
D 294 ± 18 2.06 ± 0.05 1.85 ± 0.09 0.15 ± 0.05 0.50 ± 0.11 2661 11.8 0.0668 0.0677 6.7
E 316 ± 17 2.11 ± 0.05 1.99 ± 0.08 0.08 ± 0.04 0.32 ± 0.14 3400 5.0 0.504 0.429 15.2
F 259 ± 14 2.11 ± 0.05 1.88 ± 0.08 0.17 ± 0.06 0.42 ± 0.08 3036 15.6 0.902 0.419 9.2
G 235 ± 14 2.08 ± 0.05 1.94 ± 0.08 0.09 ± 0.04 0.41 ± 0.16 2720 5.6 0.166 0.308 10.9
H 258 ± 14 2.01 ± 0.05 1.79 ± 0.08 0.13 ± 0.04 0.67 ± 0.15 3309 13.4 0.228 0.140 10.9
I 277 ± 15 2.00 ± 0.04 1.67 ± 0.08 0.22 ± 0.05 0.63 ± 0.08 3699 32.8 0.708 0.435 7.7
J 233 ± 14 2.12 ± 0.05 1.92 ± 0.08 0.14 ± 0.05 0.39 ± 0.10 2630 10.3 0.404 0.177 13.1
K 137 ± 11 1.97 ± 0.06 1.81 ± 0.11 0.08 ± 0.05 0.91 ± 0.44 1540 3.8 K K 56.0

Notes.
a Orbit-averaged flux above 100 MeV in photons cm−2 s−1.
b PL: power-law model, LP: log-parabola model.
c
ΔL represents the difference of the logarithm of the total likelihood of the fits between PL and LP models.

d p-value based on χ2
fits with a constant flux to each orbit for 5-minute and 3-minute binned light curves.

Figure 3. Power density spectrum (PDS) of the γ-ray flux of 3C 279. (left) PDS derived from three different time-binned light curves: 3 days (red and magenta),
orbital period (blue), and 3 minutes (green). The PDSs marked in red and magenta were derived using the first and second halves of the first 7 year Fermi-LAT
observation, respectively. The second half of the interval contains the giant outburst phase in 2015 June. (right) Enlarged view of the high-frequency part of the PDS,
based on 3-minute binned light curves, plotted using a linear scale and also including the highest frequencies. The white noise level has been subtracted.
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∼1 GeV. The SED peaks were located at significantly higher
energies than for the usual states of 3C 279, when the peak is
located below the Fermi-LAT band (<100MeV), but lower
than Epeak observed in the 2013 December 20 flare (3 GeV).

Figure 4 shows the γ-ray SED as measured by Fermi-LAT
for each orbit. In these plots, Orbits F and G and Orbits H and I
were combined because they showed similar spectral fitting
results and fluxes. The spectra in the “pre-outburst” and “post-
flare” periods as defined in Figure 1 were also extracted for
comparison. The spectral peaks are apparently located within
the LAT energy band during the outburst. The peak SED flux
reaches nearly ∼10−8 erg cm−2 s−1, corresponding to an
apparent luminosity of 1049 erg s−1.

3. DISCUSSION

For the first time, Fermi-LAT detected variability of
>100MeV γ-ray flux from a blazar on timescales of

~t 5 minutesvar,obs or shorter. These timescales are compar-
able to the shortest variability timescales detected above
100 GeV in a handful of blazars and a radio galaxy
by ground-based Cherenkov telescopes (PKS 2155–304,
Aharonian et al. 2007; Mrk 501, Albert et al. 2007; IC 310,
Aleksić et al. 2014). Moreover, this is only the second case
when such timescales have been reported for an FSRQ blazar,
after PKS 1222+216 (Aleksić et al. 2011), while Fermi-LAT
had only ever detected variability as short as hour timescales in
some FSRQs (e.g., Abdo et al. 2011a; Saito et al. 2013;
Hayashida et al. 2015). This observational result imposes very
stringent constraints on the parameters of the γ-ray emitting
region.
Emitting region size: the observed variability timescale

constrains the characteristic size of the emitting region radius
( ) ( )�� �< +g

-R ct z1 10 50 pcvar,obs
4 , where � is the

Doppler factor. With such an extremely short variability
timescale, we may consider a significantly larger dissipation

Figure 4. (a), (b): Gamma-ray SEDs of 3C 279 for each orbit during the outburst phase, as well as “pre-outburst” and “post-flare” as indicated in Figure 1. The
downward arrows represent 95% confidence level upper limits. (c): Best-fit parameters of the spectra based on the log-parabola model for each orbit (see Table 1 for
numbers). (d) Broadband SED of Orbits C and D, and some historical multi-band observations with EGRET, MAGIC, and Fermi-LAT.
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rapid GeV variability in 3C 279
• emitting region size 10-4 pc 

dissipation region may be larger by factor 10-100 
distance scale as short as 100 Mbh 
gamma-ray opacity (15 GeV) 

• Γ > 25 from intrinsic opacity, Γ > 35 for sub-Eddington jet 

• ERC scenario: Γ > 50 from SSC constraint 
Γ > 120 from equipartition 

• synchrotron scenario: kG B-field, γ ~ 106 

cf Crab flares 
(Ackermann et al. 2016) 
input from M. Hayashida, G. Madejski, M. Sikora, R. Blandford 

• hadronic models: disfavoured 
(Petropoulou, KN, Hayashida & Mastichiadis, submitted)



1. ASTROPHYSICAL MOTIVATION 

2. KINETIC SIMULATIONS OF RELATIVISTIC 
MAGNETIC RECONNECTION: 

A) PARTICLE ACCELERATION 

B) RADIATIVE SIGNATURES



MAGNETIC RECONNECTION

reconnecting magnetic field 
(background, upstream)

reconnection outflow 
(downstream)

magnetic diffusion region (X-point)
E ~ (vin/c) B0 

vin ~ 0.1 vA 
reconnection rate 

(Liu et al.)

Vlasov 
momentum 
equation 

∂tui + ∂jPij = 
qn[E + (v/c)xB]i
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relativistic magnetic reconnection from Harris-type layers

Particle Acceleration in Relativistic Magnetic Reconnection 5
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the evolution of the particle energy as a function of time
(d) and energy as a function of the x position (e), re-
spectively. Each period corresponding to that in (a)-(c)
is labeled by the same color. The green curve represents
the energy gain in the parallel electric field integrated
from t = 0. Initially the particle is close to the central
layer and gains energy by the parallel electric field. It is
then strongly accelerated by perpendicular electric field
when the reconnection region breaks into multiple islands
and the electric field is mostly the motional electric field
E = �V⇥B/c generated by relativistic plasma outflows.
The figure also shows that the acceleration by E? resem-
bles a Fermi process by bouncing back and forth within
a magnetic island.

Figure 5 presents another view of the particle accel-
eration physics. It is similar to Figure 4, but the field
contours show the outflow speed to highlight the role of
V

x

in the particle’s energization. This clearly illustrates a
relativistic first-order Fermi process by bouncing in out-
flow regions of the reconnection layer. Note the energy
gain from the parallel electric field for this sample par-
ticle is negligible since it entered the reconnection layer
longer after the development of multiple plasmoids.

In Figure 6, we present more analysis for the mecha-
nism of particle acceleration. Panel (a) shows the energy
as a function of the x-position of four accelerated parti-
cles. Similar to Figure 5, the electrons gain energy by
bouncing back and forth within the reconnection layer.

We have analyzed trajectories of a large number of par-
ticles and found the energy gain for each cycle is �" ⇠ ",
which demonstrates that the acceleration mechanism is a
first-order Fermi process (Drake et al. 2006, 2010; Kowal
et al. 2011). Panel (b) shows the maximum particle en-
ergy in the system as a function of time. This is plot-
ted using di↵erent count level from the 1-particle level
to the 1000-particle level. Also plotted is the estimated
maximum energy resulting from the reconnecting electric
field by assuming particles moving along the electric field
at the speed of light

R
|qE

rec

|cdt. This shows that the
maximum possible energy occurs for a small number of
particles that continuously sample the reconnection elec-
tric field m

e

c

2
�

max

=
R

|qE
rec

|cdt. At late time, as the
particle gyroradius becomes large and comparable to the
system size, the maximum energy saturates. To show
the Fermi process more rigorously, we have tracked the
energy change for all the particles in the simulation and
the relative contributions arising from the parallel elec-
tric field (m

e

c

2�� =
R

qvkEkdt) and curvature drift ac-
celeration (m

e

c

2�� =
R

qv
curv

·E?dt) similar to (Dahlin
et al. 2014), where v

curv
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2
k(b ⇥ (b · r)b)/⌦

ce

, vk is
the particle velocity parallel to the magnetic field, and
b = B/|B|. Panel (c) shows the averaged energy gain
and the contribution from parallel electric field and cur-
vature drift acceleration over an interval of 25!

�1
pe

as a
function of energy starting at !

pe

t = 350. The energy
gain follows �" ⇠ ↵", confirming the first-order Fermi

2

Fig. 1.— Structure of the reconnection layer at !pt = 3000 (so, !ct ⇠ 104), from a 2D simulation of � = 10 reconnection. The box
extends along x over ⇠ 6550 c/!p (65536 cells), and along y over ⇠ 6000 c/!p (⇠ 60000 cells), but along y it will expand even more at
later times (we only show a subset of the domain along y). We present (a) particle density, in units of the density far from the sheet (with
overplotted magnetic field lines), (b) magnetic energy fraction ✏B = B

2
/8⇡mnc

2 and (c) mean kinetic energy per particle.

tivistic reconnection in 2D and 3D. The reconnection
layer is set up in Harris equilibrium, with the mag-
netic field B = �B

0

x̂ tanh(2⇡y/�) reversing at y = 0.
The field strength is parameterized by the magnetization
� = B

2

0

/4⇡mnc

2 = (!c/!p

)2, where !c = eB

0

/mc is the
Larmor frequency and !

p

=
p

4⇡ne2/m is the plasma
frequency for the electron-positron plasma outside the
layer. We focus on the regime � � 1 of relativistic re-
connection. The magnetic pressure outside the current
sheet is balanced by the particle pressure in the sheet,
by adding a component of hot plasma with overdensity
⌘ relative to the cold particles outside the layer (having
kBT/mc

2 = 10�4). From pressure equilibrium, the tem-
perature inside the sheet is kBTh/mc

2 = �/2⌘. We typi-
cally employ ⌘ = 3 and � = 20 c/!

p

(c/!
p

is the plasma
skin depth), but we have tested that our results at late
times do not depend on the initialization of the current
sheet (Sironi 2014, in preparation; hearafter S14).
In 2D, the computational domain is periodic in the x

direction (in 3D, in x and z), but we have extensively
tested that the results reported in this work are not ar-
tificially a↵ected by our periodic boundaries (which is
often an issue for smaller simulations, S14). Along the y

direction, we employ two moving injectors (receding from
y = 0 at the speed of light along ±ŷ) and an expanding
simulation box (S14). The two injectors constantly in-
troduce fresh magnetized plasma into the simulation do-

main. This permits us to evolve the system as far as the
computational resources allow, retaining all the regions
that are in causal contact with the initial setup. Such
choice has clear advantages over the fully-periodic setup
that is commonly employed, where the limited amount
of particles and magnetic energy will necessarily inhibit
the evolution of the system to long times.
For our reference case � = 10, we resolve the plasma

skin depth with c/!

p

= 10 cells in 2D and 5 cells in 3D,
and for higher magnetizations we scale up the resolution
by

p
�/10, so that the Larmor gyration period 2⇡/!c =

2⇡/
p

� !

p

is resolved with at least a few timesteps. We
typically employ four particles per cell in 2D and one
per cell in 3D (on average, including both species), but
we have extensively tested that the physics at late times
is the same when using up to 64 (in 2D) or 8 (in 3D)
particles per cell (S14).
Magnetic reconnection starts from numerical noise (un-

like most other studies, we do not artificially perturb the
magnetic flux function to trigger reconnection). As a
result of the tearing instability, the reconnection layer
breaks into a series of magnetic islands, separated by
X-points. Over time, the islands coalesce and grow to
larger scales (Daughton & Karimabadi 2007, for similar
conclusions in non-relativistic reconnection). The struc-
ture of the reconnection region at late times is presented
in Fig. 1, from our large-scale 2D simulation in a � = 10
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Using fully kinetic simulations, we demonstrate that magnetic reconnection in relativistic plasmas is
highly efficient at accelerating particles through a first-order Fermi process resulting from the curvature
drift of particles in the direction of the electric field induced by the relativistic flows. This mechanism gives
rise to the formation of hard power-law spectra in parameter regimes where the energy density in the
reconnecting field exceeds the rest mass energy density σ ≡ B2=ð4πnmec2Þ > 1 and when the system size
is sufficiently large. In the limit σ ≫ 1, the spectral index approaches p ¼ 1 and most of the available
energy is converted into nonthermal particles. A simple analytic model is proposed which explains these
key features and predicts a general condition under which hard power-law spectra will be generated from
magnetic reconnection.
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Introduction.—Magnetic reconnection is a fundamental
plasma process that allows rapid changes of magnetic field
topology and the conversion of magnetic energy into
plasma kinetic energy. It has been discussed extensively
in solar flares, Earth’s magnetosphere, and laboratory
applications. However, magnetic reconnection remains
poorly understood in high-energy astrophysical systems
[1]. Magnetic reconnection has been suggested as a
mechanism for producing high-energy emissions from
pulsar wind nebula, gamma-ray bursts, and jets from active
galactic nuclei [2–6]. In those systems, it is often expected
that the magnetization parameter σ ≡ B2=ð4πnmc2Þ
exceeds unity. Most previous kinetic studies focused on the
nonrelativistic regime σ < 1 and reported several acceler-
ation mechanisms, such as acceleration at X-line regions
[7–9] and Fermi-type acceleration within magnetic islands
[8–11]. More recently, the regime σ ¼ 1–100 has been
explored using pressure-balanced current sheets, and strong
particle acceleration has been found in both diffusion
regions [12–15] and island regions [16,17]. However, this
initial condition requires a hot plasma component inside the
current sheet to maintain force balance, which may not be
justified for high-σ plasmas.
For magnetically dominated systems, it has been shown

[18,19] that the gradual evolution of the magnetic field can
lead to formation of intense nearly force-free current layers
where magnetic reconnection may be triggered. In this
Letter, we perform large-scale two-dimensional (2D) and
three-dimensional (3D) full particle-in-cell (PIC) simula-
tions of a relativistic force-free current sheet with σ up to
1600. In the high-σ regime, the release of magnetic energy
is accompanied by the energization of nonthermal particles
on the same fast time scale as the reconnection process.
Much of the magnetic energy is converted into the kinetic
energy of nonthermal relativistic particles and the eventual

energy spectra show a power law fðγÞ ∝ γ−p over nearly
two decades, with the spectral index p decreasing with σ
and system size and approaching p ¼ 1. The dominant
acceleration mechanism is a first-order Fermi process
through the curvature drift motion of particles along the
electric field induced by relativistic reconnection outflows.
The formation of the power-law distribution can be
described by a simple model that includes both inflow
and the Fermi acceleration. This model also appears to
explain recent PIC simulations [15], which reported hard
power-law distributions after subtracting the initial hot
plasma population inside the current layer.
Numerical simulations.—The initial condition is a force-

free current layer with B ¼ B0tanhðz=λÞx̂þ B0sechðz=λÞŷ,
which corresponds to a magnetic field with magnitude B0

rotating by 180° across the layer with a thickness of 2λ. The
plasma consists of electron-positron pairs with mass ratio
mi=me ¼ 1. The initial distributions are Maxwellian, with a
uniform density n0 and temperature (Ti ¼ Te ¼ 0.36mec2).
Particles in the sheet have a net drift Ui ¼ −Ue to give a
current density J ¼ en0ðUi − UeÞ consistent with ∇ × B ¼
4πJ=c. The simulations are performed using the VPIC [20]
and NPIC codes [21,22], both of which solve the relativistic
Vlasov-Maxwell system of equations.
In the simulations, σ is adjusted by changing the ratio of

the electron gyrofrequency to plasma frequency σ ¼ B2=
ð4πnemec2Þ ¼ ðΩce=ωpeÞ2. A series of 2D simulations
were performed with σ ¼ 1 → 1600 and domain sizes
Lx × Lz ¼ 300di × 194di, 600di × 388di, and 1200di ×
776di, where di ¼ c=ωpe is the inertial length. For 3D
simulations, the largest case is Lx × Ly × Lz ¼
300di × 300di × 194di, with σ ¼ 100. For high-σ cases,
we choose grid sizes Δx ¼ Δy ¼ 1.46=

ffiffiffi
σ

p
di and Δz ¼

0.95=
ffiffiffi
σ

p
di so that the gyroradius ∼vthedi=ð

ffiffiffi
σ

p
cÞ is

resolved. The half thickness is λ ¼ 6di for σ ≤ 100, 12di
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Fig. 3.— Temporal evolution of particle energy spectrum, from a
2D simulation of � = 10 reconnection. The spectrum at late times
resembles a power-law with slope p = 2 (dotted red line), and it
clearly departs from a Maxwellian with mean energy (� + 1)mc

2

(dashed red line, assuming complete field dissipation). In the inset,
dependence of the spectrum on the magnetization, as indicated in
the legend. The dotted lines refer to power-law slopes of �4, �3,
�2 and �1.5 (from black to green).

Fig. 4.— Temporal evolution of particle energy spectrum, from
a 3D simulation of � = 10 reconnection. The spectra from two 2D
simulations with in-plane (out-of-plane, respectively) anti-parallel
fields are shown with red dotted (dashed, respectively) lines. In
the inset, positron momentum spectrum along x (green), y (blue),
+z (red solid) and �z (red dashed), for 2D and 3D, as indicated.

nection region (more precisely, for |y| . 500 c/!
p

), from
a 2D simulation with � = 10.2 At the X-lines, more
than half of the initial magnetic energy is converted
into particle kinetic energy. Fig. 3 shows that a self-

2 In our spectra, we do not include the hot particles that were
initialized in the sheet to provide the pressure support against the
external magnetic field. With this choice, the late-time spectrum
is nearly independent from the current sheet initialization (S14).

consistent by-product of relativistic reconnection is the
generation of a broad non-thermal spectrum extending
to ultra-relativistic energies. For � = 10, the spec-
trum at � & 1.5 can be fitted with a power-law of slope
p ⌘ �d logN/d log � ⇠ 2 (dotted red line).3 The spec-
trum clearly departs from a Maxwellian with mean en-
ergy (�+1)mc

2 (red dashed line, assuming complete field
dissipation). As shown in the inset of Fig. 3, the power-
law slope depends on the magnetization, being harder
for higher � (p ⇠ 1.5 for � = 50, compare solid and
dotted green lines). The slope is steeper for lower mag-
netizations (p ⇠ 4 for � = 1, solid and dotted black
lines), approaching the result from earlier studies of non-
relativistic reconnection, that found poor acceleration ef-
ficiencies (Drake et al. 2010).
As described below, the power-law shape of the energy

spectrum is established as the particles interact with the
X-points, where they get accelerated by the reconnec-
tion electric field. After being advected into the major
islands shown in Fig. 1a, the particles experience a vari-
ety of other acceleration processes (Drake et al. 2006; Oka
et al. 2010), yet the power-law index does not apprecia-
bly change. As described in S14, the anti-reconnection
electric field between two merging islands plays a ma-
jor role for the increase in the spectral cuto↵ shown in
Fig. 3. For magnetizations � & 10 that yield p . 2,
the increase in maximum energy is expected to termi-
nate, since the mean energy per particle cannot exceed
(� + 1)mc

2.4 For a power-law of index 1 < p < 2 start-
ing from �

min

= 1, the maximum Lorentz factor should
saturate at �

max

⇠ [(� + 1)(2� p)/(p� 1)]1/(2�p).
So far, we have shown that 2D simulations of rela-

tivistic reconnection produce hard populations of non-
thermal particles. The validity of our conclusions may
be questioned if the structure of X-points in 3D is sig-
nificantly di↵erent from 2D. In particular, the DK mode
is expected to result in heating, not in particle acceler-
ation (Zenitani & Hoshino 2007). In Fig. 4 we follow
the temporal evolution of the particle spectrum in a 3D
simulation with � = 10. We confirm the conclusions of
earlier studies (Zenitani & Hoshino 2008; Cerutti et al.
2013b), that the spectrum at early times is quasi-thermal
(black to cyan lines in Fig. 4), and it resembles the distri-
bution resulting from the DK mode (the red dashed line
shows the spectrum from a 2D simulation with out-of-
plane anti-parallel fields, to isolate the contribution of the
DK mode). As shown in §2, the DK mode is the fastest
to grow, but the sheet evolution at late times is con-
trolled by the tearing instability, in analogy to 2D simu-
lations with in-plane fields. The X-points formed by the
tearing mode can e�ciently accelerate non-thermal par-
ticles, and the spectrum at late times (cyan to red lines
in Fig. 4) presents a pronounced high-energy power-law.
The power-law slope is p ⇠ 2.3, close to the p ⇠ 2 index of
2D simulations with in-plane fields. With respect to the
2D spectrum (dotted red line in Fig. 4), the normaliza-
tion and the upper energy cuto↵ of the 3D spectrum are
smaller, due to the lower reconnection rate (v

rec

' 0.02 c

3 The peak at � . 1.5 contains the cold particles that are drifting
towards the sheet at the reconnection speed vrec ' 0.08 c.

4 For � . 10 (so, p & 2), the increase in maximum energy does
not stop, but it slows down at late times. As the islands grow
bigger they become slower, so the anti-reconnection electric field
during mergers gets weaker.

contribution from parallel electric field and curvature drift
acceleration over an interval of 25ω−1

pe as a function of
energy starting at ωpet ¼ 350. The energy gain follows
Δγ ∼ αγ, confirming the first-order Fermi process identi-
fied from particle trajectories. The energy gain from the
parallel motion is weakly dependent on energy, whereas the
energy gain from the curvature drift acceleration is roughly
proportional to energy. In the early phase, the parallel
electric field is strong but accelerates only a small portion
of particles, and the curvature drift dominates the accel-
eration starting at about ωpet ¼ 250. The contribution from
the gradient drift was also evaluated and found to be
unimportant. Panel (c) shows α ¼ hΔγi=ðγΔtÞ measured
directly from the energy gain of the particles in the
perpendicular electric field (mec2Δγ ¼

R
qv⊥ · E⊥dt)

and estimated from the expression for the curvature drift
acceleration. The close agreement demonstrates that cur-
vature drift term dominates the particle energization. For
higher σ and larger domains, the acceleration is stronger
and reconnection is sustained over a longer duration.
In panel (d), a summary for the observed spectral index
of all of the 2D runs shows that the spectrum is harder for
higher σ and larger domain sizes, and it approaches the
limit p ¼ 1.
New Model.—It is often argued that some loss mecha-

nism is needed to form a power-law distribution [12,30].
However, the simulation results reported here illustrate
clear power-law distributions in a closed system. Here we
demonstrate that these results can be understood in terms of
a model illustrated in Fig. 3(a). As reconnection proceeds,
the ambient plasma is injected into the acceleration region
at a speed V in ¼ cErec ×B=B2. We consider the continuity

equation for the energy distribution function fðε; tÞ within
the acceleration region

∂f
∂t þ

∂
∂ε

!∂ε
∂t f

"
¼

finj
τinj

−
f
τesc

; ð1Þ

with ∂ε=∂t ¼ αε, where α is the constant acceleration rate
from the first-order Fermi process, ε ¼ mec2ðγ − 1Þ=T is
the normalized kinetic energy, τinj is the time scale for
injection of particles from the upstream region with fixed
distribution finj and τesc is escape time. We assume that the
initial distribution within the layer f0 and the upstream
injected distribution are both Maxwellian with initial
temperature T < mec2, such that

finj ∝ γðγ2 − 1Þ1=2 expð−εÞ

≈
ffiffiffiffiffi
2ε

p !
1þ 5T

4mec2
εþ % % %

"
expð−εÞ: ð2Þ

For simplicity, we consider the lowest order (nonrelativ-
istic) term in this expansion and normalize f0 ¼
ð2N0=

ffiffiffi
π

p
Þ

ffiffiffi
ε

p
expð−εÞ by the number of particles N0

within the initial layer and finj by the number of particles
injected into the layer Ninj ∝ V inτinj during reconnection.
With these assumptions, the solution to (1) can be written as

fðε;tÞ¼2N0ffiffiffi
π

p
ffiffiffi
ε

p
e−ð3=2þβÞαtexpð−εe−αtÞ

þ
2Ninjffiffiffi

π
p

ðατinjÞε1þβ ½Γð3=2þβÞðεe−αtÞ−Γð3=2þβÞðεÞ'; ð3Þ

(a) (b)

(c) (d)

FIG. 2 (color online). (a) Energy as a function of x position of four accelerated particles. (b) Averaged energy gain and contributions
from parallel electric fields and curvature drift acceleration over an interval of 25ω−1

pe as a function of particle energy starting at
ωpet ¼ 350. (c) α ¼ hΔγi=ðγΔtÞ from energy gain in perpendicular electric field and by curvature drift acceleration, and from Eq. (6)
using the averaged flow speed and island size. (d) Spectral index of all 2D simulations.

PRL 113, 155005 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

10 OCTOBER 2014

155005-3

The Astrophysical Journal Letters, 783:L21 (6pp), 2014 March 1 doi:10.1088/2041-8205/783/1/L21
C⃝ 2014. The American Astronomical Society. All rights reserved. Printed in the U.S.A.
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ABSTRACT

In magnetized astrophysical outflows, the dissipation of field energy into particle energy via magnetic reconnection
is often invoked to explain the observed non-thermal signatures. By means of two- and three-dimensional particle-
in-cell simulations, we investigate anti-parallel reconnection in magnetically dominated electron–positron plasmas.
Our simulations extend to unprecedentedly long temporal and spatial scales, so we can capture the asymptotic state
of the system beyond the initial transients, and without any artificial limitation by the boundary conditions. At
late times, the reconnection layer is organized into a chain of large magnetic islands connected by thin X-lines.
The plasmoid instability further fragments each X-line into a series of smaller islands, separated by X-points. At
the X-points, the particles become unmagnetized and they get accelerated along the reconnection electric field.
We provide definitive evidence that the late-time particle spectrum integrated over the whole reconnection region
is a power law whose slope is harder than −2 for magnetizations σ ! 10. Efficient particle acceleration to non-
thermal energies is a generic by-product of the long-term evolution of relativistic reconnection in both two and
three dimensions. In three dimensions, the drift-kink mode corrugates the reconnection layer at early times, but
the long-term evolution is controlled by the plasmoid instability which facilitates efficient particle acceleration,
analogous to the two-dimensional physics. Our findings have important implications for the generation of hard
photon spectra in pulsar winds and relativistic astrophysical jets.

Key words: acceleration of particles – galaxies: jets – gamma-ray burst: general – magnetic reconnection –
pulsars: general – radiation mechanisms: non-thermal

Online-only material: animations, color figures

1. INTRODUCTION

It is generally thought that pulsar winds and the relativistic jets
of blazars and gamma-ray bursts (GRBs) are launched hydro-
magnetically (Spruit 2010). Since the energy is initially carried
in the form of Poynting flux, how the field energy is transferred
to the plasma to power the observed emission is a fundamental
question. Field dissipation via magnetic reconnection is often
invoked as a source of the accelerated particles required to ex-
plain the non-thermal signatures of pulsar wind nebulae (PWNe;
Lyubarsky & Kirk 2001; Lyubarsky 2003; Kirk & Skjæraasen
2003; Pétri & Lyubarsky 2007), jets from active galactic nuclei
(Romanova & Lovelace 1992; Giannios et al. 2009; Giannios
2013), and GRBs (Thompson 1994, 2006; Spruit et al. 2001;
Lyutikov & Blandford 2003; Giannios 2008). Despite decades
of research, the efficiency of magnetic reconnection in gener-
ating non-thermal particles is not well understood (Hoshino &
Lyubarsky 2012).

In astrophysical jets, reconnection proceeds in the “relativis-
tic” regime, since the magnetic energy per particle can exceed
the rest mass energy. While the steady-state dynamics of rela-
tivistic reconnection has been well characterized by analytical
studies (Lyutikov & Uzdensky 2003; Lyubarsky 2005), the pro-
cess of particle acceleration can only be captured from first
principles by means of fully kinetic particle-in-cell (PIC) simu-
lations. Energization of particles in relativistic reconnection has
been investigated in a number of PIC studies, both in two di-
mensions (2D; Zenitani & Hoshino 2001, 2007; Jaroschek et al.
2004; Bessho & Bhattacharjee 2005, 2007, 2012; Daughton
& Karimabadi 2007; Lyubarsky & Liverts 2008) and three
dimensions (3D; Zenitani & Hoshino 2008; Yin et al. 2008;

3 NASA Einstein Postdoctoral Fellow.

Liu et al. 2011; Sironi & Spitkovsky 2011a, 2012; Kagan et al.
2013; Cerutti et al. 2014). However, no consensus exists as
to whether relativistic reconnection results self-consistently in
non-thermal particle acceleration (Sironi & Spitkovsky 2011a),
rather than just heating (Cerutti et al. 2012).

In this work, we employ 2D and 3D PIC simulations to
follow the evolution of relativistic reconnection in pair plasmas
to unprecedentedly long time and length scales, focusing on
particle acceleration. We consider the case of anti-parallel fields,
without a guide field aligned with the electric current in the sheet.
It has been argued that this configuration produces non-thermal
particles only in 2D, whereas in 3D the drift-kink (DK) mode
would broaden the current sheet, inhibiting particle acceleration
(Zenitani & Hoshino 2008; Cerutti et al. 2014). By performing
large-scale simulations evolved to long times, we conclusively
show that acceleration of particles to non-thermal energies is a
generic by-product of relativistic reconnection in pair plasmas,
in both 2D and 3D. The accelerated particles populate a power-
law distribution, whose spectral slope is harder than −2 for
magnetizations σ ! 10. Relativistic magnetic reconnection is
then a viable source of non-thermal emission from magnetically
dominated astrophysical flows.

2. STRUCTURE OF THE RECONNECTION LAYER

We use the 3D electromagnetic PIC code TRISTAN-MP
(Buneman 1993; Spitkovsky 2005) to study relativistic recon-
nection in 2D and 3D. The reconnection layer is set up in Harris
equilibrium, with the magnetic field B = −B0 x̂ tanh(2πy/∆)
reversing at y = 0. The field strength is parameterized by
the magnetization σ = B2

0/4πmnc2 = (ωc/ωp)2, where
ωc = eB0/mc is the Larmor frequency and ωp =

√
4πne2/m is

the plasma frequency for the electron–positron plasma outside
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c1g is typically much larger than c2g (hence irrelevant and
highly uncertain), while for large L, c2g is larger and uncertain.

Each spectrum is fit to Equation (1) over an interval
,f f1 2[ ]g g , chosen as large as possible while maintaining a good

fit. Because spectra depart from a power law at lowest energies,
and because of increased noise at highest energies, larger fitting
intervals yield unacceptably poor fits. Noise is reduced (and fit
improved) by averaging over short time intervals and, if
available, over multiple simulations (identical except for
randomized initial particle velocities). Because the choices of
acceptable fit quality and the durations of averaging intervals
are somewhat subjective, we perform many fits using different
choices, and finally report the median values with “error” bars
encompassing the middle 68% of the fits (i.e., ±1 standard
deviation if the data were Gaussian-distributed); small error
bars thus demonstrate insensitivity to the fitting process. Very
uncertain and large (hence irrelevant) cutoff values are
discarded.

By applying this fitting procedure to the background particle
spectrum for each different value of L,( )s , we mapped out α,

c1g , and c2g as functions of σ and L, up to sufficiently large L to
estimate the asymptotic values Llim ,L( ) ( )*a s a s= l¥
(Figure 2). We find that ( )*a s starts above 2 for modestσ,
and decreases to 1.2( )*a s » in the ultra-relativistic limit of

1s � (Figure 3), a result that is broadly consistent with
previous studies (Zenitani & Hoshino 2001; Jaroschek et al.
2004; Lyubarsky & Liverts 2008; Guo et al. 2014; Melzani
et al. 2014; Sironi & Spitkovsky 2014); while our measurement
is closer to 1.2 than 1, the uncertainty is too large to rule out

1*a l , predicted by some (Larrabee et al. 2003; Guo
et al. 2014).

In contrast to the power-law index α, the energy extent of the
power law has received relatively little attention in relativistic
reconnection literature (Larrabee et al. 2003; Lyubarsky &
Liverts 2008). We find that the high-energy cutoffs scale as

4c1g s~ (independent of L) and L0.1c2 0g r~ (independent
of σ) (Figures 4 and 5). Thus L 400sr � implies c c2 1g g� ,
and a super-exponential cuts off the power-law at an energy
determined by the system size. Larger system sizes
L 400sr � have c c1 2g g� , and so c1g determines where the
power law ends, independent of L.

4. DISCUSSION

The scaling of the high-energy cutoffs can be explained in
terms of the distance a particle could travel within the
reconnection field E Bz r 0b~ (where 0.1rb ~ is the reconnec-
tion rate). By calculating analytic trajectories in fields
around a single X-point, (Larrabee et al. 2003) concluded
that f exp1

0( ) ( )g g gµ - G- with e B ℓ12 r x0
2

0bG =
m c eE ℓe z x

2 ~ m c ℓ0.1e x
2

0r~ , with ℓx being the size of the
reconnection region in x,8 a result that was supported by 2D
PIC simulation in Lyubarsky & Liverts (2008).
In general, small systems reconnect mainly with one X-point,

so ℓ Lx ~ and L0.10 0rG ~ , which equals our c2g . (The
observed super-exponential form presumably results from the
simulationʼs boundary conditions.)
In large systems, however, the tearing instability breaks up

current layers with full-length greater than ℓ 100tear d̄~ , where
d̄ is the layer half-thickness (Loureiro et al. 2005; Ji &
Daughton 2011), resulting in a hierarchy of layers ending with
elementary layers, which are marginally stable against tearing
(Shibata & Tanuma 2001; Loureiro et al. 2007; Uzdensky et al.
2010). The half-thickness of elementary (single X-point,
laminar) layers should be about the average Larmor radius

e 0
¯ ¯d r gr~ = (Kirk & Skjæraasen 2003). Although Larrabee
et al. (2003) considered single X-point reconnection, we
propose that their formula for 0G can also be used in the
context of plasmoid-dominated reconnection in large systems if
applied to elementary layers (instead of the entire global layer):
ℓ ℓ 100 30x tear 0 0ḡr sr~ ~ ~ (instead of ℓ Lx ~ ). Then,

ℓ0.1 30 tear 0r sG ~ ~ , which is essentially our c1g (and
consistent with the measurement of 350G = for 9s = in
Lyubarsky & Liverts 2008).
This explanation of high-energy-cutoff scaling in terms of

elementary layer lengths may be robust despite the potentially
important roles played by other acceleration mechanisms
(Hoshino & Lyubarsky 2012). For example, significant
additional acceleration may occur within contracting plasmoids
(Drake et al. 2006; Dahlin et al. 2014; Guo et al. 2014, 2015)
or—especially for the highest-energy particles—in the

Figure 2. Measured power-law indices α vs. L, with extrapolations ( *a ) to
L l ¥ (cf. Figure 3).

Figure 3. Power-law index *a vs. upstream magnetization σ.

8 The x-extent of the reconnection region is the relevant length here because
the calculation considered motion in the xz-plane subject to fields uniform in z,
so escape (hence cessation of acceleration) was possible only through motion
in x.
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(anti-)reconnection electric field of secondary plasmoid mer-
gers (Oka et al. 2010; Sironi & Spitkovsky 2014; K. Nalewajko
et al. 2015, in preparation).

It is interesting to compare our high-energy cutoffs to the
upper bound imposed on a power-law distribution by a finite
energy budget. When 1 2a< < , most of the kinetic energy
resides in high-energy particles, so the available energy per
particle 0.3ḡ s~ limits the extent of the power law. If
f ( )g g~ a- extends from ming to max ming g� , then

1 2 min
1

max
2¯ [( ) ( )]g a a g g» - - a a- - (Sironi & Spitkovsky

2014). For 1a » , maxg can extend well beyond ḡ , but
max ¯g g depends weakly on system parameters, consistent with
our finding c1 ¯g g s~ ~ . E.g., for 1.2a = ,

10max
3

min
1 4¯ ( ¯ )g g g g» . However, when 2a > (e.g., for

low σ), the energy budget imposes no upper bound, since
d

min
ò gg g
g

a¥ - is finite. Nevertheless, for 3s = where 2*a > ,

we observe 4c1g s~ , the same as for smaller *a .
The exponential cutoff at energies above 4 10c1 ¯g s g~ ~

has important astrophysical implications for particle accelera-
tion in systems such as pulsar magnetospheres, winds, PWN,
and relativistic jets in GRBs and AGNs. Our results (insofar as
they are ultra-relativistic) can be generalized to relativistically
hot upstream plasmas by scaling all the energies by bḡ , the
average Lorentz factor of background particles. The “hot”
magnetization B nw4hot

0
2 ( )( )s pº therefore parameterizes

similar simulations, since the relativistic specific enthalpy w
also scales with bḡ (i.e., w m c p nb e b b

2ḡ= + , where pb is the
background plasma pressure; for 1bḡ � , w m c4 3 b e

2( )ḡ» ).9

For example, our reconnection-based model (Uzdensky et al.
2011; Cerutti et al. 2012a, 2013, 2014a, 2014b) for high-energy
γ-ray flares in the Crab PWN(Abdo et al. 2011; Tavani et al.
2011) relies upon acceleration of a significant number of
particles from 3 10b

6ḡ ~ ´ to 1092g . If, to achieve this, we
need 10c1

9g > , then direct extrapolation of the results from this
letter would require w m c1 4 60;c e

hot
1

2( ) ( )( ) 2s g » this
should be comparable (via scaling equivalence) to simulations
presented in this work with 60s ~ (corresponding to a power-

law index 1.3*a ~ ). This required hot( )s is significantly higher
than what is expected in the Crab Nebula. However, here we
analyzed the entire spectrum of background particles, while
(Cerutti et al. 2012b) suggested that bright flares observed in
the Crab Nebula result from preferential focusing of the
highest-energy particles into tight beams with energy spectra
that differ from the entire spectrum. We also note that our
present simulations are initialized with a Maxwellian plasma,
whereas the ambient plasma filling the Crab Nebula has a
power-law distribution, which may result in a higher high-
energy cutoff.

5. CONCLUSION

We ran a series of collisionless relativistic pair-plasma
magnetic reconnection simulations with no guide field, cover-
ing a wide range of system sizes L and upstream magnetiza-
tions 3.s . We observed acceleration of the background
plasma particles to a nonthermal energy distribution
f L,( ) ( )g g~ a s- with a high-energy cutoff. The cutoff energy
is proportional to the maximum length of elementary, single
X-point layers, which is limited by L in small systems, and by
the secondary tearing instability in large systems. For small
systems (L 40 0sr� ) we observe f exp c

2
2

2( ) ( )g g g g~ -a-

with L0.1c2 0g r~ , and for large systems,
f exp c1( ) ( )g g g g~ -a- with 4c1g s~ . As L becomes large,
the power-law index L,( )a s asymptotically approaches ( )*a s ,
which in turn decreases to 1.2» as s l ¥. This characteriza-
tion of power-law slope and high-energy cutoffs can be used to
link ambient plasma conditions (i.e., σ) with observed radiation
from high-energy particles, to investigate the role that
reconnection plays in high-energy particle acceleration in the
universe.

This work was supported by DOE grants DE-SC0008409
and DE-SC0008655, NASA grant NNX12AP17G, and NSF
grant AST-1411879. Numerical simulations were made
possible by the Extreme Science and Engineering Discovery
Environment (XSEDE), which is supported by National
Science Foundation (NSF) grant number ACI-1053575—and
in particular by the NSF under Grant numbers 0171134,
0933959, 1041709, and 1041710 and the University of
Tennessee through the use of the Kraken computing resource

Figure 4. Exponential cutoff c1g scales linearly with magnetization σ. Figure 5. Super-exponential cutoff c2g scales linearly with system size L.

9 Because the finite grid instability heats the background plasma until its
Debye length is resolved (Birdsall & Maron 1980), the resolution prevents us
from obtaining values of hot( )s above a few hundred. For our simulations with

1001s , ;hot( )s s» however, for 3002s , the numerical heating reduces the
value of hot( )s .
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Werner, Uzdensky, Cerutti, KN & 
Begelman (2016)

see also Sironi & Spitkovsky (2014) 
Guo et al. (2014, 2015)

• reconnection produces power-law distributions that 
are hardening with increasing sigma  
N(γ) ~ γ-p, p -> 1 for σ >> 1 

• high-energy cut-off is exponential with γmax ~ σ

We find that for large systems (L 400sr � ), the energy
spectrum of accelerated particles (hence c1g ) is essentially
independent ofL. Importantly (as we discuss later), Lc is
approximately the length at which a current layer, with
thickness equal to the average Larmor radius e 0¯r gr= ,
becomes tearing-unstable and breaks up into multiple plas-
moids and secondary current sheets. (Here, m ce

2ḡ is the
average dissipated energy per background particle,

B n m c8 2;b e0
2 2¯ ( ) ( )g k p ks=� in our simulations

0.6k � , so 0.3ḡ s� .) Therefore, we propose that (at least
in 2D with an initially cold background plasma) reconnection
in the plasmoid-dominated regime yields a high-energy particle
spectrum that is predominantly independent of system size
L Lc� . Consequently, nonthermal particle acceleration in
huge, astrophysically relevant systems may be studied via
merely large simulations, i.e., with L Lc2 .

2. SIMULATIONS

This study focuses on reconnection in 2D without guide field
(B 0z = ). Although some important differences in the recon-
nection dynamics emerge between 2D and 3D, such as the
development of the drift-kink instability (Zenitani & Hoshino
2008), the dimensionality is not believed to affect the particle
energy spectra at late stages (W. Daughton 2014, private
communication; J. F. Drake 2014, private communication; Guo
et al. 2014; Sironi & Spitkovsky 2014). Working in 2D (much
less costly than 3D) enabled investigation of large system sizes.

We simulate systems of size L L Lx y= = with periodic
boundary conditions and two antiparallel reconnection layers.
The two layers begin as relativistic Harris current sheets (Kirk
& Skjæraasen 2003) with upstream magnetic field B Bx 0= and
a peak drifting plasma simulation-frame-density nd (at the layer
centers) that is 10 times the uniform background densitynb. A
small (1%) initial magnetic-flux perturbation facilitates recon-
nection onset. Electrons and positrons in each Harris layer drift
(in opposite directions) with average velocity c c0.6db = , and
initial Maxwell–Jüttner temperature k T m c 16;d B d e

2q sº =
the initial layer half-thickness is 8 3 6d 0 0( )d q r sr= = . The
background plasma is initially at rest, with temperature ;bq s�

however, due to the finite grid instability (Birdsall &
Maron 1980), the background plasma is expected to heat until
its Debye length is resolved, which occurs at a temperature of
order 512Dq s~ for x 320srD = .
The simulations begin with N 128p = (macro)particles per

grid cell with cell sizes x y 2 32 0.2d 0 0q r sr dD = D = = »
(except for 3s = , where the mildly relativistic particles
allowed x d 0q rD = without sacrificing accuracy). The total
energy is conserved within 1% during each simulation.
Convergence tests with respect to xD and Np indicate that
our simulations are well resolved and, in particular, that the
high-energy parts of the particle distributions are robust.
The Vorpal code (Nieter & Cary 2004), employed for this

study, uses an explicit electromagnetic PIC time advance, with
Yee electromagnetics and a relativistic Boris particle push.
To determine the power-law index α and the energy cutoffs

c1g and c2g as functions of the upstream magnetization σ and the
system sizeL, we ran simulations with σ = 3, 10, 30, 100, 300,
1000, and, for eachσ, a range of system sizes up to
L 1000sr = for 1000, 300s = , up to L 2000sr = for

100, 30, 10s = , and up to L 4000sr = forσ=3.

3. RESULTS

We focus on the energy distribution of background particles,
excluding the initially drifting particles, which contribute
negligibly to the overall distribution for large L. Evolution to
a nonthermal distribution proceeds rapidly (Figure 1); and the
shape of the high-energy spectrum, as characterized by α and

c1 2g , ceases to evolve well before all available flux has
reconnected, especially for large systems.
We find that the late-time high-energy spectrum is a power

law with a high-energy cutoff significantly above the average
particle energy, in agreement with Sironi & Spitkovsky (2014).
We further observe (Figure 1) that spectra for large systems
have exponential cutoffs, exp c1( )g g- , while small systems
have sharper cutoffs, which we empirically model with a super-
exponential exp c

2
2

2( )g g- . We therefore fit all spectra with the
universal form of Equation (1) to determine the power-law
index α and the cutoffs c1g , ;c2g for small systems, the best-fit

Figure 1. (Left) Time evolution of the particle energy spectrum for a run with σ=30 and L 2000sr = . Reconnection ceases at t 4300cw » , but the shape of the
high-energy spectrum is the same for t 2000c 2w cc d 0[ ( )w q rº ]. (Right) An exponential cutoff (short dashes) fits the energy spectra better for large-L simulations
(a), while a super-exponential cutoff (long dashes) fits better for small L (b). Brackets mark ,f f1 2[ ]g g , where the displayed fits were performed. Thin-dashed lines show
Maxwell–Jüttner distributions with equivalent total energies. Considering many fits (e.g., with different f1g , f 2g ), we determined for (a) 1.38, 1.49[ ]a Î ,

119, 157c1 [ ]g Î , c2g too large/uncertain to measure; for (b) 1.31, 1.48[ ]a Î , c1g too large/uncertain to measure, 39, 44c2 [ ]g Î .
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Figure 19. The final energy partition between background electrons and ions, vs. σi.

(a) (b)

Figure 20. Time evolution of the (a) electron and (b) ion energy distributions, f(ε) (compensated by ε) for σi = 0.1.

between bounces is simply ∆tb ∼ λpl/c, resulting in an effective acceleration time scale of tacc = ε∆tb/∆ε = const · cλpl/v
2
pl.

Thus, a typical energetic electron, bouncing between two plasmoids large enough to contain it, undergoes random-walk

diffusion in energy space with a diffusion coefficient of Dε(ε) ∼ ∆ε2/∆tb ∼ ε2 v4pl/(c
3λpl), until the two plasmoids come

together and merge. The particle then “escapes” from the inter-plasmoid acceleration region, e.g., by becoming trapped inside

the merged plasmoid, with a typical “escape time” that can be estimated simply as the characteristic time for two plasmoids

to approach each other, tesc ∼ λpl/vpl (omitting factors of order unity). Thus, the 2nd-order Fermi power-law index should

scale as p = 1 + tacc/tesc = 1 + const c/vpl. Since vpl ≃ VA ≈ cσ1/2
i in the σi ≪ 1 regime, we see that the power-law index

has a σi-dependence of the general form p = 1+Cσ−1/2
i , where C is a constant of order unity, consistent with our numerical

findings.

[In final version, try to prevent the above paragraph from being interrupted by figures (and page break,

if possible).]

The high-energy cutoff εc depends mostly on σi (Fig. 24); as σi varies over more than 3 orders of magnitude, the cutoff

energy scales as an O(1) prefactor times µσi = σe, or roughly εc ≈ 4σemec
2. In the ultra-relativistic limit, the prefactor in

this study is roughly twice that found in Werner et al. (2016); the difference may be due to different simulations setups. The

normalized cutoff energy εc/σemec
2 rises slowly with σi in the semi-relativistic regime, from around 2.5 to 4 or 4.5 as σi goes

from 0.1 to 10.

Due to random fluctuations from simulation to simulation and the challenges of making precise measurements, as well as

the difficulty of identifying convergence in the limit Lx → ∞, we have not been able to conclude with confidence whether the

computed power-law indices and cutoff energies are truly independent of Lx for Lx > 120ρc. We have specifically examined

the Lx-dependence of indices and cutoffs for the cases of σi = 0.1 and σi = 1 by extending our studies to Lx = 160ρc
for these cases, as shown in Fig. 25. First, however, we note that our system size Lx = 120ρc is already squarely in the

large-system regime described by Werner et al. (2016) (for electron-positron reconnection in simulations with aspect ratio
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Figure 20. Time evolution of the (a) electron and (b) ion energy distributions, f(ε) (compensated by ε) for σi = 0.1.
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minijets model
• reconnection produces localized relativistic 

outflows (minijets) with Γmj within a larger 
relativistic jet

• explains additional relativistic Lorentz boost 
(Γfl~ΓjetΓmj) and local dissipation

• based on relativistic Petschek reconnection 
model (Lyubarsky 2005)

• depends on the scaling of minijet Lorentz 
factor with jet magnetization Γmj ∝σ0

1/2 
in 

relativistic regime  
(Giannios et al. 2009)

σ0=B2/(4πw)

Γjet

Γmj

Radiative properties of minijets 343

Figure 8. SEDs of the minijet models matching the TeV spectrum of the
flaring state of PKS 2155−304, compared with 2006 July simultaneous
observations by HESS and Chandra (thick black lines). Red lines (black
in print version) show models with no guide field (case I), blue lines (grey
in print version) models with significant guide field (case II), solid lines
models of isolated minijets and dashed lines models with radiation from an
opposite minijet system (‘OPP’).

Figure 9. SEDs of a system of Nring = 30 minijets evenly spaced around
the jet axis, so that only one is directed close to the line of sight. Individual
minijet spectra are shown with dashed lines, summed spectrum with a solid
line. Red lines (black in print version): minijets calculated with model
including Comptonization of radiation from the opposite minijet for case I.
Blue lines (grey in print version): minijets calculated for case II (only first
three minijets and the sum off all 30 are shown for clarity).

of both spectral components. We study this effect in the class of
models including opposite minijet radiation, trying to match the
TeV luminosity of PKS 2155−304 or, if impossible, calculating a
model of maximum luminosity.

In Fig. 10 we compare the SEDs for three values of σ 1. The
value σ 1 = 100 (solid lines) has been used in Giannios et al. (2009)
and in previous paragraphs σ 1 = 50 (dashed lines) corresponds to
l2 = 6.4 × 1014 cm and "2 = 7.1, while σ 1 = 25 (dotted lines) to
l2 = 4.5 × 1014 cm and "2 = 5. We were able to fit HESS data for
PKS 2155−304 for σ 1 = 50, but not for σ 1 = 25, where opacity
limits TeV luminosity below the observed level. Keeping "jet = 10,
the last case corresponds to effective Lorentz factor of the minijet
plasma "2"jet ∼ 50, the minimum value derived by Begelman et al.
(2008). Thus, our model confirms that prediction, even though it
has been derived within a single-zone framework.

6 D ISCUSSION

Our calculations show that it is much easier to obtain a high Comp-
ton dominance for minijet models based on relativistic magnetic
reconnection with no guide field (case I). Inspection of Table 1

Figure 10. SEDs of minijets calculated for σ 1 = 100 (solid lines; same
as the dashed lines in Fig. 8), 50 (dashed lines) and 25 (dotted lines). The
models have been calculated for cases of no (red; black in print version) or
weak (blue; grey in print version) guide field, including radiation from the
opposite minijet.

reveals that this is related to two factors. First is a significantly
lower magnetization of the minijet region plasma σ 2, which reg-
ulates the ratio of magnetic to electron pressure. For roughly the
same thermal energy carried by particles in both cases, the magnetic
energy density is 2 orders of magnitude lower in case I, and so is
the synchrotron emissivity. The second reason is the much stronger
compression of plasma crossing the stationary shock into the island
region, leading to higher particle and magnetic pressure and thus
higher synchrotron emission which is more strongly boosted back
into the minijet region comoving frame O2.

On the other hand, relativistic current sheets with no guide field
have been found to develop a RDKI, which can disrupt the sys-
tem before the particles can be non-thermally accelerated (Zenitani
& Hoshino 2008). To explain TeV spectra in the flaring state of
PKS 2155−304, a non-thermal power-law tail is needed in the elec-
tron distribution. A guide field has the effect of suppressing RDKI,
allowing for efficient particle acceleration. Models with a signifi-
cant guide field (case II) can satisfy observational constraints, when
radiation by an opposite minijet is taken into account. In fact, this
effect is much more pronounced in case II, increasing the Comp-
ton dominance by 2 orders of magnitude. Note, however, that these
numerical studies were done for pair plasma, while in our model
electron–proton plasma is required.

The amount of guide field in the minijets affects the spectrum in
the soft X-ray band. This is independent of the slope of the non-
thermal power-law tail (it is also true with no tail), but is related to the
ratio between synchrotron components produced in the minijet and
island regions. In case I, the spectrum is hard, because emission from
the island region is stronger due to stronger plasma compression. In
case II, the spectrum is soft, but still slightly harder than Chandra
spectrum of PKS 2155−304. In the flaring state of this object, a
harder-when-brighter behaviour has been observed in both X-ray
and TeV bands (Aharonian et al. 2009b). This can be understood if
the brighter flares are produced by the unguided minijets, while the
fainter flares (and some part of the quiescent emission) come from
the guided ones.

An isolated event like a TeV flare in PKS 2155−304 should be as-
sociated with a significant, brief and temporary change in jet physi-
cal parameters. A single disturbance comoving with the bulk jet flow
would cover a distance #r ∼ "2

jetc #t ∼ 0.08("jet/10)2(#t/1 d) pc.
Thus, a ∼4-d-long period of high activity would be related to a
single global reversal of jet magnetic field travelling about 0.3 pc.

C⃝ 2011 The Authors, MNRAS 413, 333–346
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS

KN, Giannios, Begelman, 
Uzdensky & Sikora (2011)
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Figure 1. 2D structure of the particle number density in the lab frame nlab, in units of the lab-frame number density n0 far from the reconnection layer, from a
simulation with σ = 10 and L/r0,hot ≃ 518. We only show the region |y|/L < 0.15 to emphasize the small-scale structures in the reconnection layer (the extent
of the computational box along y increases at the speed of light, as described in Sect. 2). The 2D density structure at different times (as marked on the plots)
is shown in the panels from top to bottom, with overplotted magnetic field lines. After triggering reconnection in the center of the current sheet (x ≃ 0 in the
top panel), two “reconnection fronts” propagate to the right and to the left, reaching the boundaries of the box right after ctlab/L = 1.2 (see the two over-dense
regions at x ≃ −0.45 L and x ≃ 0.45 L in the second panel, or at x ≃ −0.85 L and x ≃ 0.85 L in the third panel). The evolution of the reconnection layer after
this time is completely independent of the initialization of the current sheet.

mode,4, and the signal of ongoing reconnection will propagate to-
ward the outer regions (where the current sheet is broader) before
they have time to become unstable.

The lack of pressure support in the vicinity of x, y ∼ 0 result-
ing from our initial perturbation triggers the collapse of the current
sheet (top panel in Fig. 1), with the magnetic field lines that be-
gin to get advected toward the center (the magnetic field lines are
overplotted in grey in Fig. 1), where an X-point is formed. In the
following, we will indicate this X-point as the “primary X-point.”
The primary X-point remains in the vicinity of x ∼ 0 throughout

4 For an unperturbed pair plasma that goes unstable via the tearing in-
stability (seeded by numerical noise), the growth time of the fastest
growing mode increases with the current sheet thickness as ∆5/2 (e.g.,
Zenitani & Hoshino 2007), at fixed magnetization σ and overdensity η.

the timespan of our simulations (deviating at most by ∼ 0.2 L), and
it will be easy to identify by tracking the large-scale convergence of
the magnetic field lines, or the divergence of the outflowing plasma
velocity.

On the two sides of the primary X-point, two “reconnection
fronts” are formed (see the over-dense regions at |x|/L ∼ 0.1 in the
top panel of Fig. 1). Pulled by the tension force of the magnetic field
lines, the two reconnection fronts move toward the ends of the cur-
rent sheet at the Alfvén speed, which for relativistic reconnection
approaches the speed of light (for the case of σ = 10 in Fig. 1, the
Alfvén speed is vA/c ≃ 0.95). As they propagate, they sweep up the
hot plasma that was initialized in the current sheet, so the “heads”
of the two reconnection fronts become wider and wider with time
(compare the over-dense structures at |x|/L ∼ 0.4 for ctlab/L ∼ 0.7
with those at |x|/L ∼ 0.85 for ctlab/L ∼ 1.2). After the two re-

c⃝ 2015 RAS, MNRAS 000, 1–??
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Figure 6. Plasmoid width (left) and flux (right) cumulatives distribution functions, for three different values of the magnetization, as indicated in the legend
(σ = 3 in blue, σ = 10 in green, and σ = 50 in red). The width is normalized to the system length L and the flux to B0L, while the histogram (with Poissonian
error bars) is normalized to the overall number of plasmoids Nisl. The corresponding differential distributions can be obtained as f (w) = dN(w)/dw and
f (Ψ) = dN(Ψ)/dΨ. The predictions N(w) ∝ w−1 by Uzdensky et al. (2010); Loureiro et al. (2012) and N(w) ∝ const by Huang & Bhattacharjee (2012) (and
similarly for Ψ) are plotted as dashed and dotted black lines, respectively.

spherical, just slightly elongated along the direction parallel to the
outflow (see the first row in Fig. 5).

The fifth row in Fig. 5 illustrates the internal energy content of
secondary magnetic islands. The kinetic energy fraction in the plas-
moid comoving frame ϵkin is computed from quantities measured in
the simulation frame as

ϵkin =
ϵkin,lab − (Γ − 1)nlab/n0
γ̂Γ2 − (γ̂ − 1)

(4)

where we have assumed that the particle distribution in the plas-
moid comoving frame is isotropic with adiabatic index γ̂. The adi-
abatic index is computed iteratively using the Synge (1957)’s equa-
tion of state, and in all the cases we find that γ̂ ∼ 4/3. The as-
sumption of an isotropic particle population is well realized in large
plasmoids, as we demonstrate in Sect. 4.2.

In analogy to the magnetic energy fraction, the kinetic en-
ergy fraction scales as ∼ σ, as indicated by the dotted white lines.
For small islands, we notice the usual deficit, although it is much
less dramatic for the kinetic energy fraction than for the magnetic
energy fraction, for reasons that will be clarified in Appendix A.
For large islands, the kinetic energy fraction is slightly larger than
the magnetic energy fraction (compare the fourth and fifth rows
in Fig. 5). This suggests that secondary plasmoids display a slight
dominance of particle energy over magnetic energy.

This is further illustrated in the sixth row of Fig. 5, which
shows the equipartition parameter χeq. Following SPG15, this is
defined as

χeq =

∫

εkin
εkin+εB

εkin dV
∫

εkin dV
(5)

where the integral is extended over the volume of the plasmoid,
εkin is the particle kinetic energy density (as measured in the plas-
moid rest frame) and εB is the comoving magnetic energy density.
In the case of a proton-electron plasma, εkin should only include
the kinetic energy of the radiating species, i.e., of the electrons.
As appropriate for the fast cooling regime (see SPG15), the ratio
εkin/(εkin + εB) in Eq. (5) is weighted with the kinetic energy.

In the case of equipartition between kinetic and magnetic
energy densities, we would expect χeq ∼ 0.5. The sixth row in

Fig. 5 shows that, regardless of the magnetization or the plasmoid
size, secondary islands are indeed close to equipartition, with only
a slight dominance of the particle kinetic component, leading to
χeq ∼ 0.6 (as indicated by the dotted white lines). This is consistent
with the results in SPG15, where the equipartition parameter was
measured by integrating over the entire plasmoid chain (rather than
isolating individual plasmoids, as we are doing here). Finally, we
remark that the tendency for χeq → 1 at small island sizes (most
significantly for σ = 3, left panel) is just related to the correspond-
ing deficit of magnetic energy that we have discussed above, and
that we explain in Appendix A.

We comment on the bottom-most panel in Fig. 5 in the next
subsection, where we describe the particle spectrum and anisotropy
in secondary plasmoids.

4.2 Particle Spectrum and Anisotropy in Plasmoids

Fig. 7 describes the properties of the population of particles belong-
ing to individual plasmoids, as a function of the plasmoid size and
of the flow magnetization (with σ = 3 in the left column, σ = 10
in the middle column and σ = 50 in the right column).

In the top row, we plot the Larmor radius r0i,cut = pi,cutc/eB0
of the positrons at the comoving cutoff momentum pi,cut along dif-
ferent directions (i = x in green, i = y in blue, i = +z in solid red,
i = −z in dotted red) or the Larmor radius r0,cut = pcutc/eB0 of the
positrons at the total comoving cutoffmomentum, regardless of the
direction (black solid lines). The definition of the cutoffmomentum
is in Eq. (3), and the Larmor radius is normalized to the plasmoid
width w. Each filled circle in the top row of Fig. 7 represents the
mean value among the plasmoids whose width (as indicated on the
horizontal axis, in units of L) falls in that range.

The Larmor radius r0y,cut = py,cutc/eB0 (blue lines) measured
with the y component of the momentum transverse to the current
sheet (which is Lorentz invariant) scales almost linearly with the
plasmoid width w (equivalently, r0y,cut/w is a constant). This is also
illustrated in the bottom-most row in Fig. 5, where we present the
same ratio r0y,cut/w for all the plasmoids in our simulations, as a 2D
histogram. Remarkably, the ratio r0y,cut/w is also nearly insensitive

c⃝ 2015 RAS, MNRAS 000, 1–??
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Figure 10. Plasmoid four-velocity along the outflow direction as a function of distance (x − x0) from their birth location x0, normalized to the instantaneous
plasmoid width w, for three different values of the magnetization, as indicated at the top (σ = 3 in the left panel, σ = 10 in the middle panel, and σ = 50
in the right panel). For the sake of clarity, we only plot the tracks of plasmoids whose lifetime (in the lab frame) is longer than ≃ 0.35L/c. Once the distance
along the current sheet is normalized with the plasmoid width w, we show that all the tracks overlap, regardless of the plasmoid size (which is indicated by the
colors, see the colorbar on the right). The plasmoid four-velocity follows a universal profile Γvout/c ≃

√
σ tanh[0.12(x − x0)/

√
σw], where the coefficient of

≃ 0.12 is nearly insensitive to the magnetization (see the pink dotted lines in the three panels, for the three values of σ).

L/ r0,hot) are needed at higherσ. For comparison, our domain length
for σ = 10 is L/ r0,hot ≃ 1130, which implies that we should use
L/ r0,hot ∼ 2500 for σ = 50, in order to capture a sufficient numbers
of plasmoids moving at the terminal speed (rather, our domain for
σ = 50 is L/ r0,hot = 505). Second, as we have described above,
the critical size of the largest plasmoid that can reach the terminal
velocity scales with magnetization as ∝ 1/

√
σ. On the other hand,

the largest/monster plasmoids have a width of w/L ∼ 0.2, regard-
less of the flow magnetization. This implies that the probability for
plasmoids on the verge of reaching the Alfvén speed to merge with
a larger and slower plasmoid is higher at higher σ. The small and
fast plasmoid disappears into the large and slow one that lies ahead,
before reaching the terminal four-velocity. The third reason is the
fact that interactions among the plasmoids are stronger at higher
magnetizations, as we have discussed at the beginning of Sect. 4.
As a result, a small and fast plasmoid that is formed ahead of a
large and slow one gets pulled back, inhibiting its acceleration. For
the second and third reasons, we still expect that the number of
plasmoids capable of reaching the expected terminal four-velocity
∼
√
σ c will be smaller for σ = 50 than for lower magnetizations,

even for the same value of L/ r0,hot.
We conclude this section by mentioning that we have explic-

itly verified that it is the tension of the field lines that is responsible
for the plasmoid bulk acceleration. Since the total magnetic and ki-
netic energy content of a plasmoid with width w scales as ∝ σw2
in the plasmoid comoving frame, its momentum in the lab frame
will be ∝ σw2Γvout. From Eq. (6) and Eq. (11), it follows that the
force exerted on the plasmoid in the simulation frame (i.e., the time
derivative of its momentum in the lab frame) scales as ∝ σwvout/c,
until the plasmoid reaches the terminal four-velocity. By measuring
the tension force exerted on each plasmoid by the bundle of field
lines lying between the plasmoid contour and its trailing X-point,
we have successfully assessed that it is indeed the magnetic field
tension that drives the plasmoid bulk acceleration.

We conclude by providing a toy model to support why the
magnetic tension force should scale as ∝ wvout/c. From Eq. (11),
this can be recast as ∝ wmin[1, βaccx/w], assuming for the sake

of simplicity that the plasmoid starts at x0 ∼ 0. For a plasmoid
sufficiently far from the center, the accelerating force will be pro-
vided by a cone of field lines trailing behind the plasmoid. The
opening angle of the cone is ∼ |vin|/c (as predicted by Lyubarsky
(2005), this is the inclination angle of the field lines) and its apex
lies at a distance dapex ∼ (c/|vin|)w/2 behind the plasmoid. For a
plasmoid sufficiently far from the center, all of the field lines be-
tween the apex and the plasmoid will be used to provide the ac-
celerating force, which would then scale as ∝ w. In contrast, if
the apex lies beyond the center of the current sheet, only a frac-
tion of the field lines would be available for acceleration (in the
special case of a plasmoid that lies close to the center, the ten-
sion force is expected to vanish). This happens when the plasmoid
distance from the center is x ! dapex, in which case only a frac-
tion ∼ x/dapex of the field lines will be employed for accelera-
tion. Putting everything together, the tension force should scale as
∝ min[x, dapex] ∝ wmin[1, 2 (|vin|/c) x/w], in agreement with our
numerical results.

5 DEPENDENCE ON THE SYSTEM LENGTH

In this section, we describe how our results depend on the over-
all length of the system L, measured in units of the Larmor radius
r0,hot =

√
σ c/ωp of the particles heated/accelerated by reconnec-

tion.15 We focus on our fiducial magnetization σ = 10 and we vary
the system length L/ r0,hot from 127 up to 1130. In all the cases, the
simulation timespan is ∼ 3.6 L/c, for fair comparison among the
different values of L/ r0,hot.

We find that the both the plasmoid growth rate βg and the ac-
celeration rate βacc are nearly identical over the range of L/ r0,hot
that we explore. The plasmoid fluid properties presented in Fig. 5
do not depend on the overall system length. As we have anticipated
in Sect. 4.1, the value of w/L where the lack of magnetic flux starts

15 We remind that the overall extent of our simulation domain in the x
direction of the outflow is actually 2 L.

c⃝ 2015 RAS, MNRAS 000, 1–??

plasmoid acceleration profile

plasmoids are roughly in equipartition 
regardless of σ0 (Sironi et al. 2015)
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Fig. 4.— Particle (γ2dN/dγ, top) and photon spectral (νFν , bot-
tom) energy distributions averaged over all directions, at tω1 = 0
(dotted line), 110, 220, 397, and 662 (dashed line). The red verti-
cal dot-dashed line in the top panel shows the classical radiation-
reaction-limited energy γrad defined in Eq. (10), and the corre-
sponding 160 MeV synchrotron photon energy limit in the bottom
panel. The thick black 3-dot-dashed line marked “no rad.” in
both panels shows the final quasi-steady energy distributions at
tω1 = 662, if there are no radiative losses in the simulation.

ation mechanism are described below in Section 4.3. At
tω1 = 397, we find that about 0.03% of all the particles
are above γrad, and represent about 0.39% of the total
kinetic energy. These particles are responsible for the ex-
cess of synchrotron radiation above 160 MeV (see Fig. 4),
which represents about 4.3% of the total isotropic radia-
tive power. After tω1 = 450, the high-end of the spec-
trum contracts to lower energies, and very few particles
above γrad survive at tω1 ! 662. We attribute the disap-
pearance of the most energetic particles to synchrotron
cooling. In the final saturated state, most particles are
located within the big islands where they cool progres-
sively. There is little acceleration and the magnetic field
remains strong, of order B0. If the radiation reaction
force is neglected, the high-energy component of the
spectrum does not evolve once established (for tω1 ! 550,
see Fig. 4), and extends up to γmax ≈ 3× 109. An iden-
tical simulation performed without radiative losses with
Vorpal gives very similar results.
We investigate the angular distribution of the parti-

cles’ velocities, as a function of their energy. In agree-
ment with our previous study (Cerutti et al. 2012b), we
find a pronounced energy-dependent anisotropy of the
particles and their synchrotron emission, increasing with
energy. Fig. 5 illustrates the strong anisotropy of the ex-
pected synchrotron radiation, as a function of the pho-

Fig. 5.— Energy-resolved angular distribution of the synchrotron
radiation flux d(νFν)/dΩ/dϵ1 emitted at tω1 = 397, using the
Aitoff projection. Each panel shows the angular distribution of ra-
diation in a different photon energy band: 1 MeV < ϵ1 < 1.2 MeV
(top), 12.6 MeV < ϵ1 < 14.5 MeV (middle), and 155.7 MeV <
ϵ1 < 179.0 MeV (bottom). Fluxes are normalized to the maximum
value in each band. The solid angle covered by half of the flux and
normalized by 4π, Ω50/4π, is given below each panel. The black
square box indicates the direction where the anisotropic spectra
are shown in Fig. 6.

ton energy. Following Cerutti et al. (2012b), we use the
spherical angles φ (latitude) and λ (longitude) to study
the angular distributions. The latitude varies between
−90◦ and +90◦, and the longitude varies between −180◦

and +180◦. A radial unit vector has the coordinates
x = cosφ sinλ, y = sinφ, z = cosφ cosλ. At tω1 = 397,
we find that half of the > 160 MeV radiative flux is con-
centrated into less than 4% of the total solid angle 4π.
The high-energy beam of radiation is concentrated in the
mid-plane (xz-plane, φ = 0◦), preferentially towards the
±x-directions (φ = 0◦, λ = ±90◦). This result can be
explained by the deflection of the particles’ trajectories
from the ±z-directions (φ = 0◦, λ = 0◦, ± 180◦, along
which the particles are accelerated by Ez) to the ±x-
directions by the reconnected field. The direction of the
beam is changing with time, wiggling around the plane of
the reconnection layer during the active phases of recon-
nection (tω1 " 450). The beam broadens and stabilizes
along the z-direction at later times.
The strong anisotropy of the emitted radiation leads

to an apparent boosting of the flux seen by an observer
looking in the direction of the beam (the so-called “ki-
netic beaming”, see Cerutti et al. 2012b). The energy
distribution of the particles pointing in the direction
λ = +70◦, φ = 0◦ (indicated by the black box in Fig. 5)
within the solid angle ∆Ω/4π ≈ 3×10−3 is substantially
harder than the isotropic one, piling up at γmax ≈ γrad
(Fig. 6, top panel). In this case, the particles with

10 Cerutti, Werner, Uzdensky, & Begelman

Fig. 9.— Evolution of the particle’s mid-plane crossing angle
θ0 with the particle’s Lorentz factor γ, for a representative sam-
ple of 8 high-energy particles accelerated via the Speiser mech-
anism. The green triangle and the red diamond mark the first
and the last crossing of the particle through the layer mid-plane.
The particles shown here undergo between 4 and 9 crossings before
they are kicked outside the layer. The arrow along each particle’s
path indicates the direction of increasing time. The power-laws
of index −2/3 (dashed lines) and −3/2 (dotted lines) are analyti-
cal solutions of relativistic Speiser orbits found by Uzdensky et al.
(2011). The vertical dot-dashed line shows the radiation reaction
limit Lorentz factor γrad (Eq. 10).

2 agree surprisingly well with our previous test-particle
simulations (Uzdensky et al. 2011; Cerutti et al. 2012a),
despite the simplistic assumptions on the fields used in
these studies (prescribed and static). Uzdensky et al.
(2011) predicted a relationship between γ and the an-
gle θ0 between the particle’s velocity vector and the
layer mid-plane defined at each crossing, in two extreme
regimes. If the particle’s meandering width ym is much
greater than the layer thickness δ, and if radiative losses
are negligible (i.e., during the first Speiser cycles), then
|θ0| ∝ γ−2/3. In contrast, if the particle is deep inside the
layer and reaches the local radiation reaction limit energy
γ′
rad (defined with the perpendicular field at the location

of the particle B⊥ < B0, so that γ′
rad > γrad) within

each cycle, then |θ0| ∝ γ−3/2. Fig. 9 shows the tracks
followed by a representative sample of 8 high-energy par-
ticles in the θ0-γ plane (which are not necessarily acceler-
ated above γrad). The mid-plane crossing angle is given
by θ0 = π/2 − arccos(vy/

√
v · v), where v is the three-

velocity vector of the particle. The agreement with the
analytical expectations is very good: the particles remain
between these two power-laws, tending to a −2/3 index
at low energies and to a −3/2 index at the highest en-
ergies. This is a robust and clean feature of the most
energetic particles accelerated and focused through the
Speiser mechanism.

4.4. Variability pattern of the >100 MeV emission

In this section, we investigate the time-dependent ra-
diation escaping in the +x-direction where most of the
high-energy radiation is expected (Fig. 5). Fig. 10
presents the expected synchrotron flux integrated above
100 MeV as a function of time, taking into account the
time delay due to the light crossing time through the
box. In the case of radiation into the +x-direction, the

Fig. 10.— Normalized synchrotron flux emitted by the positrons
as function of time (given in days, bottom axis, and in light crossing
time of the system, ct/Lx, top axis) in three photon energy bands:
1 MeV< ϵ1 < 10 MeV (green dashed line), 10 MeV< ϵ1 < 100 MeV
(blue dotted line), and ϵ1 > 100 MeV (red solid line). The ra-
diation received by the observer is going along the +x-direction
(φ = 0◦, λ = +90◦) throughout the simulation within a solid an-
gle ∆Ω ≈ 0.03 Sr. The radiation comes from the bottom layer only.
The vertical dotted lines delimit the 12 time periods of equal dura-
tion, used to study spectral variability above 100 MeV in Fig. 12.

propagation time is given by tpropag = (Lx−xe)/c, where
xe is the location of the emitting electron/positron. In
agreement with Cerutti et al. (2012b), the high-energy
radiation is highly variable on timescales much shorter
than the light crossing time of the layer (! 0.1Lx/c, or
! 6 hours). The light curve is composed of multiple
intense spikes that are nearly symmetric in time. This
result is a direct consequence of the strong focusing of
the energetic particles accelerated through the Speiser
mechanism. The beam of energetic particles is wiggling
around the reconnection layer and crosses the line of sight
several times. The bunching of the high-energy particles
into compact blobs within the layer and within the mag-
netic islands also contributes to the multiple, powerful
sub-flares in the light curve (Cerutti et al. 2012b). This
dramatic variability disappears if, instead of considering
one particular direction, the emission is averaged over all
directions. Fig. 10 also shows the energy dependence of
the light curve. The amplitude of the spikes increases
with the energy of the radiation considered, because
of the increasing emission anisotropy (Fig. 5). Fig. 11
presents the resulting power-density-spectrum (PDS) of
the light curve (given by the squared modulus of the
Fast-Fourier-Transform), in the three energy bands de-
fined in Fig. 10. The observed PDS above 100 MeV is
well-fit by a hard power-law of index −0.50 ± 0.05. At
lower energies, the best-fit indexes are −1.04 ± 0.13 in
the 10 MeV< ϵ1 < 100 MeV band, and −1.19± 0.08 in
the 1 MeV< ϵ1 < 10 MeV band. As expected, the PDS
slope hardens with increasing photon energy, indicating
that the highest energy radiation is also the most rapidly
variable.
The received spectrum is also highly time variable.

We decompose the light curve into 12 blocks of duration
12 hours each (see Fig. 10). Within each period of time,
we compute the time-averaged synchrotron spectrum re-
ceived by the observer. We fit the high-energy compo-
nent above 100 MeV only with a power-law times an ex-
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Fig. 11.— Power-density-spectrum of the observed light curve in
the three photon energy bands defined in Fig. 10: 1 MeV< ϵ1 <
10 MeV (green lines, top), 10 MeV< ϵ1 < 100 MeV (blue lines,
middle), and ϵ1 > 100 MeV (red lines, bottom). The solid lines
show the PDS averaged over the statistical sample of 10 simula-
tions. The dotted lines give the PDS of the light curve shown in
Fig. 10 only. The frequency f = 1/t is in day−1 (and in units of
c/Lx, top axis), ranging from the inverse of the total duration of
the light curve, i.e. ≈ 1/6 day−1, to the inverse of the time res-
olution of the light curve ∆tlc ≈ 30 day−1. The red dashed lines
are best-fit power-laws of the mean power-density-spectra, with
indexes shown above each line.

ponential cut-off, νFν = Kϵϵα1 exp (−ϵ1/ϵcut), where the
free parameters are the normalization constant Kϵ, the
spectral index α and the cut-off energy ϵcut. This analy-
sis reveals a strong correlation between the cut-off energy
and the total flux above 100 MeV (see Fig. 12). A power-

law fit gives νFν(ϵ1 > 100 MeV)≡
∫ +∞

100 MeV Fνdϵ1 ∝
ϵ+3.8±0.6
cut . To test the robustness of this correlation, we
performed a series of 10 identical simulations, where only
the initial positions and velocities of particles vary. We
find a strong and positive flux/cut-off energy correla-
tion in all the simulations, using 50 time bins to refine
our analysis. The power-law index varies from about
corr ≈ +2 to corr ≈ +4, with a mean index corr ≈ +3
(see Tab. 2). We note that the slope depends on the low-
energy cut-off (100 MeV). We are also able to confirm the
reproducibility of the power-density-spectrum pattern
from one simulation to another (Fig. 11). The average
PDS are best fitted by power laws of indexes −1.24±0.04
in the 1 MeV< ϵ1 < 10 MeV band, −1.06 ± 0.03 in the
10 MeV< ϵ1 < 100 MeV band, and −0.77± 0.03 above
100 MeV. The uncertainties given here do not represent
the statistical uncertainties, but the error on the fit only.

4.5. Effect of the guide field

All the simulations presented above assumed a zero
magnetic guide field component Bz = 0. In the general
case, however, reconnection is not purely anti-parallel
and there is always a finite guide field. In this section,
we examine the effect of a moderate and uniform guide
magnetic field on particle acceleration and radiation, by
performing a set of 4 simulations with Bz/B0 = 0.1, 0.25,
0.5, and 1, with the physical parameters given in Tab. 1.
The general time evolution of the reconnection dynamics
described in Section 4.1 is still valid with a guide field.
However, we find that the morphology of the particle

TABLE 2
Correlation between the energy flux and the high-energy
photon spectral cut-off energy, for a statistical sample
of 10 identical simulations where only the initial positions

and velocities of particles vary. The correlation
coefficient is the best-fit power-law index as shown in

Fig. 12, i.e., νFν(ϵ1 > 100 MeV)∝ ϵcorrcut , using 50 bins in time.

Simulation Best-fit index corr
1 3.14± 0.45
2 2.57± 0.44
3 3.26± 0.41
4 2.90± 0.50
5 1.96± 0.38
6 4.07± 0.43
7 3.33± 0.52
8 2.89± 0.39
9 3.05± 0.37
10 3.44± 0.56

Fig. 12.— Energy flux of the synchrotron radiation above
100 MeV (νFν(ϵ1 > 100 MeV)) as function of the spec-
tral cut-off energy, ϵcut, found using the analytical fit νFν =
Kνϵα1 exp (−ϵ1/ϵcut). Each point corresponds to the observed spec-
trum averaged over the time periods from 1 to 12 defined in the
light curve in Fig. 10. The periods “1” and “2” do not appear in this
plot because there is no high-energy flux at these times. The arrow
shows the path followed over time by the synchrotron spectrum.
There is a clear correlation between the energy flux and the cut-
off energy. A power-law fit gives νFν(ϵ1 > 100 MeV)∝ ϵ+3.8±0.6

cut ,
over-plotted here with the red dashed line. The dotted vertical line
marks ϵcut = 160 MeV.

distribution inside the plasmoids is more complex. In
the presence of a finite guide field, two streams of par-
ticles form symmetrically on both sides of the layer, in
the opposite direction to the island motion (Fig. 13, left
panels). Each arm is produced by the deflection of the
particles by the guide field in the ±y-directions, caused
by the Lorentz force, and is composed of electrons or
positrons only. As a result, the guide field creates a sep-
aration of charges within each island across the layer,
which in return induces a strong electric field Ey of or-
der B0 across the layer (see Fig. 13, right panels). We
also note the induction of an Ex electric field of order
0.1B0, reversing across the layer, due to the motion of
the incoming plasma towards the layer at a velocity of
order βrecc in the ±y-directions. We also find that the
strong energy-dependent anisotropy of the particles and
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E2 ∝ ect/Lτ

• linear instability seen in 
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dissipation efficiency is 
constant
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Figure 3. Linear instability growth rate, defined as e-folding time
scale of the total electric energy normalized to L/c, as function of
the mean value of the hot magnetization. The point size indicates
the simulation domain size L. The blue arrow indicates the asymp-
totic value measured in FF simulations (East et al. 2015).

In Figure 4, we show that total magnetic helicity is con-
served at the level better than 1%, improving with the
decreasing particle momentum dipole moment ã1. As we
will demonstrate later on, smaller dipole moment allows
for higher particle density and better screening of the
electric fields. Consequently, the volume fraction of the
non-ideal field regions decreases, and this may explain
better conservation of the magnetic helicity, in line with
the results of Zrake & East (2016) in the force-free limit.
In Figure 4, we also show that while dH/dAz is well con-
served for all values of Az, magnetic energy is dissipated
during the linear instability phase for all values of Az.

3.4. Structure of the current layers

Two current layers are formed during the late stages
of the instability, at 4 ! ct/L ! 5.5. They appear as
thin structures characterized by high density and high
average particle energy, they grow in length and undergo
tearing instability until they are disrupted. These are
also regions where non-ideal parallel electric fields are
present, with E ·B ̸= 0, and hence they enable efficient
particle acceleration.
Since the current layers are not present in the initial

configuration, it is interesting to characterize their per-
pendicular structure and evolution. To this end, we first
determined the exact location and orientation of the lay-
ers by fitting a two-dimensional Gaussian model to the
spatial distribution of the average particle energy. The
time range when this can be done robustly is limited —
for ct/L < 4 the current layers are not detectable, and for
ct/L " 5.5 the current layers bend and eventually disap-
pear. We introduce a local coordinate system with paral-
lel/perpendicular vectors measured along/across the ma-
jor axis of the current layer. As the location and orienta-
tion of the current layers changes slowly, this is repeated
at every timestep of interest. Next, we calculated perpen-
dicular profiles of various parameters across the current
layer centroid. These profiles are shown in Figure 5 at 4
different times to illustrate a fairly complex evolution of
the current layer.
The density profile develops a narrow spike, and the

average particle energy profile shows a similar but some-

what broader structure. On the other hand, the cur-
rent density component jz shows a more complex profile
with a narrow core and broader wings. This appears to
be a combination of the narrow density profile with the
broad profile of the z-component of the drifting velocity.
We also observe a small component of alternating paral-
lel current j∥l on the scale comparable with the velocity
structure. This current is of opposite sign to the back-
ground in-plane current that was already present in the
initial configuration. Evolution of magnetic field involves
a gradual steepening of the parallel component B∥l, and
a systematic increase of the out-of-plane component Bz.
The electric field increases systematically in all compo-
nents. It is interesting that the component Ez remains
very uniform in the process. When we subtracted the
ideal field contribution E′

z = Ez − (⟨β⟩ ×B)z , we found
that E′

z ≃ E∥B. The non-ideal field component peaks in
the middle of the layer, and has thickness scale compa-
rable to the vz structure.
We fitted the perpendicular profiles of particle number

density n, average particle energy ⟨γ⟩, and E · B with
Gaussian models with uniform background. In Figure 6,
we show the evolution of the amplitudes and perpendicu-
lar dispersions of the three parameters. This reveals the
complex structure of the current layer, with the three pa-
rameters characterized by different thickness scales. The
general trend in time is an increase in the amplitudes
of all three parameters, the thinning of the density and
average energy profiles, and the broadening of the E ·B
profile. The amplitudes of the average particle energy
grow exponentially in time as long as we can measure
their profile, with the growth rate increasing systemat-
ically with the magnetization σhot. On the other hand,
the amplitudes of E ·B appear to grow linearly in time,
and the growth rate is similar for σhot = 2.7, 5.5. The
width scales of the density and temperature profiles con-
verge to a value ∼ 5ρ0, roughly independent of σhot. The
difference between the width scales measured for the den-
sity and temperature profiles is probably not significant.
However, the width scale of the E · B clearly depends
on and increases with σhot. We suggest that the width
scale of the density and temperature profiles corresponds
roughly to the plasma skin depth de, and that the width
scale of the E ·B region corresponds to the typical gy-
roradius of particles heated in the layer ρ ≃ ⟨γ⟩ ρ0.
We also calculated the volume-weighted distribution

functions for key scalar quantities |E|/|B| and |E · B|.
Figure 7 shows the 99 percentile values as functions of
simulation time. The values of |E|/|B| consistently reach
the level of ≃ 0.7, independently of the setup parameters,
at about the time of linear instability saturation. The sit-
uation with the |E ·B| values is less clear, with a number
of sharp peaks observed at different times. The smallest
values |E ·B| ∼ 0.03B2

0 are recorded for Run s14L1600,
which is qualitatively consistent with the results shown
in Figure 6. For other runs, the peak values are in the
range |E ·B| ∼ (0.08− 0.12)B2

0 .

3.5. Particle acceleration - total spectra

In Figure 8, we show the momentum distributions
u2N(u) of electrons and positrons as functions of sim-
ulation time. The distributions are normalized to the
peak of the initial distribution, which in all cases is the
Maxwell-Jüttner distribution for Θ = 1. The initial dis-
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(a) (b)

Figure 11. From run 1: power spectra of received radiation in di↵erent wavebands for the two di↵erent observers corresponding to Figures
8 and 9, respectively. Blue is the flux in the high energy band above 1.05⇥1017 Hz; red is the flux in the low energy band below 1.05⇥1017

Hz. The straight dashed/dotted lines are power laws of the form f

p, fitted to the power spectrum. The frequency range spans from the
inverse of the duration of the simulation, to the resolution we used to calculate the light curves 1/(0.0017L/c).

Figure 12. From run 1: the left part is the spacetime diagram of emitted power along +x direction, for positrons only, integrated over
y coordinates and frequency (note that the color is on log scale); the right part is the corresponding light curve. The black dashed lines
indicate the correspondence between the emissivity and the light curve. The horizontal dotted line in the left panel indicates the emission
time t = 3.83L/c, and we plot in Figure 13 the corresponding 2D maps at this time point.

Kinetic study of radiation-reaction-limited particle acceleration 13

Figure 13. From run 1: we zoom into the lower left corner of
the simulation domain where the emitting structure responsible
for the highest peak in the x light curve is located, at the time
point t = 3.83L/c (indicated in Figure 12 by the dotted line). Top:
left panel is the 2D emissivity map of positrons; right panel is the
total synchrotron power map. Bottom: location of tracked high
energy positrons, plotted over the instantaneous field structure, at
the same time point. These particles are selected at the end of the
simulation who reach u = 250�

0

. In the left panel, the particles
are color-coded by their energy while in the right panel they are
color-coded by the synchrotron power.

reach high energies are first accelerated in the biggest
current layers, where they do not radiate much; syn-
chrotron radiation only becomes important when par-
ticles are ejected from the current layers and their tra-
jectories start to bend significantly. Figure 14 shows the
trajectory and energy history of a few particles that are
part of the bunch responsible for the highest peak in the
x light curve. The sharp rise in P

syn

and ⌫
c

near the
dashed line is a result of increased curvature in particle
trajectory as they get out of the current layer, and the
subsequent quick drop in P

syn

is not because of cooling
(particle energy is almost unchanged) but due to reduced
curvature, as indicated by the perpendicular acceleration
felt by the particles in Figure 14.
The energetics of a single spike can be estimated based

on its duration t
v

and peak flux P
⌦

. We have seen that
t
v

is determined by the scale of the ejected plasmoid
r
m

, which varies depending on the history of the plas-
moid. Take the sharpest spike as an example: we have
t
v

⇠ 0.01L/c and the peak flux isP
⌦

L/c/E
B

(0) ⇠ 10�5

sr�1 (Figure 12), where E

B

(0) is the initial total mag-
netic energy. An observer who assumes the radiation to
be isotropic would deduce E

spike

= 4⇡P
⌦

t
v

⇠ 10�6

E

B

(0).
If the observer has a knowledge of the average magnetic
field, she could calculate the magnetic energy contained
in a volume whose size is determined by the variability
time scale, and get Ẽ

B

= (ct
v

/L)2E
B

(0) ⇠ 10�4

E

B

(0).
Thus, the observer would conclude that the apparent ra-
diative e�ciency is ✏ = E

spike

/Ẽ
B

⇠ 0.01. Of course this

depends on ⌘ as will be shown in §3.4.
The result can be understood from a simple phys-

ical argument. Suppose that the average particle
number density in a plasmoid is n

m

and average
Lorentz factor is �

m

, upon the destruction of the plas-
moid particles start to turn in a magnetic field of
strength B

0

, so the observed fluence should be E

spike

=
(4⇡/✓)n

m

⇡r2
m

(2e4�2

m

B2

0

/3c3m2)(�
m

mc/eB
0

) where ✓ is
the beaming angle, determined by the velocity disper-
sion in the beam. Meanwhile, the inferred magnetic
energy content based on the variability time scale is
Ẽ

B

= ⇡r2
m

(B2

0

/8⇡). Assuming the plasmoid gas pres-
sure is �

m

times the ambient magnetic pressure before
its destruction, namely n

m

�
m

mc2 ⇠ �
m

B2

0

/8⇡, we have
E

spike

/Ẽ
B

⇠ (4⇡/✓)⌘�
m

(�
m

/�
0

)2. In the above example,
⌘ = 1.1 ⇥ 10�8, �

m

/�
0

⇠ 102, and from Figure 15, the
beaming angle is ✓ ⇠ 10� ⇥ sin(30�) ⇡ 0.03, so we have
E

spike

/Ẽ
B

⇠ 10�2�
m

. �
m

could be of order 1 or larger
as the pressure is highly anisotropic and it is the z mo-
mentum that dominates. Thus, the simple estimation is
roughly consistent with the above measurement.
Despite the attractive high peak intensity and fast vari-

ability produced by the small plasmoids, the total en-
ergy involved is small. Depending on the viewing an-
gle, an observer may see emission with longer time scales
and larger total energetics albeit their small peak flux.
The peaks with longer time scales are produced by more
di↵use ejecta or smooth field structures lit up by dis-
tributed high energy particles, which evolve on dynamic
time scales. Another remark to be made is that, in this
particular example the current sheet itself is not rotat-
ing, but in reality it can be dynamic and can turn around
during the evolution. This could introduce further vari-
ability.

3.3.2. Origin and beaming of high energy radiation

During the saturation of the linear instability and the
early stage of nonlinear evolution, particles are being ef-
ficiently accelerated in the current layers by the parallel
electric field. Plasmoids are not very good particle accel-
erators except for those moving with high speed such
that their motional electric field contributes to parti-
cle acceleration, but they could trap particles that are
accelerated in the current layer. High energy particles
within the current layer have a fan-like angular distribu-
tion spanned around ±z; they turn toward the ends of
the current layers due to the reconnected magnetic field.
These fan-like features are readily seen in Figure 16, es-
pecially in high energy bands. However, particles within
the current layers do not produce a large amount of high
energy synchrotron radiation—this is demonstrated by
the absence of corresponding fan-like structure in the ra-
diation angular distribution (Figure 15). Plasmoids do
radiate a significant amount of power, as shown in the
synchrotron power map (Figure 3 last row), but this ra-
diation peaks in relatively low frequency—in Figure 15
we see emission from plasmoids mainly in the intermedi-
ate energy band. The main reason for the lack of high
energy radiation from the current layer itself (plasmoids
included) is that the curvature of the particle trajectory
is small.
Significant high energy radiation emerges from just

downstream of the exhausts of the current layers, where
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Figure 15. From run 1: angular distribution of emitted synchrotron radiation power in three di↵erent wavebands, at the same time point
as Figure 13, for electrons and positrons, respectively. We plot the angular distribution using Hammer projection, where y axis is up and
z is located at the center of the map (same below).

Figure 16. From run 1: angular distribution of particles in three di↵erent energy bands, at the same time point as Figure 13, for electrons
and positrons, respectively.
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SUMMARY

• Relativistic magnetic reconnection is a promising dissipation 
mechanism in exotic astrophysical plasmas 

• Rapid progress in understanding relativistic reconnection has been 
made in recent years, primarily due to kinetic numerical simulations 

• Relativistic reconnection has been proved to be a very efficient 
mechanism for particle acceleration with the particle distribution 
index p ~ 1 for 𝞼 >> 1 

• Radiation produced in reconnection sites is characterized by rapid 
variability time scale, potentially explaining even the most extreme 
gamma-ray flares observed in relativistic jets and pulsar winds 

• This project is supported by NCN grant SONATA BIS. PhD 
scholarships and post-doctoral position will be offered next year.


