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Search for photons at ultra-high energies

‣Photons, as the gauge bosons of the EM force, at such enormous energy are 
unique messengers and probes of extreme and, possibly, new physics

‣UHE photons are a smoking gun for non-acceleration models

‣UHE photons are important when trying to constrain interaction parameters 
such as the proton-air-cross-section at energies far beyond LHC energies

‣UHE photons point back to the location of their production.  Arrival directions 
may correlate to possible sources

‣UHE photons play a role in fundamental physics:  
E.g. they help to constrain Lorentz invariance violation (LIV)  
                                                (more photons expected in LIV)  

‣UHE photons may help to interpret TeV observations
X
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MM windows to the Universe
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from history: new windows - new discoveries

● e.g. CMB, -ray bursts, muon, neutrino oscillation
● sometimes completely unexpected
● impact on different fields of physics (astro /particle /cosmo / fundamental ...)



Daniel Kuempel 3HAP Monitoring Workshop

Nicole Krohm (Uni Wuppertal)Accuracy of the reconstructed shower axis in Golden Hybrid data4

Nicole Krohm (Uni Wuppertal) Accuracy of the reconstructed shower axis in Golden Hybrid data 4

Detection

at
m

os
ph

er
ic

 d
ep

th

primary 
iron

Measurement 
via extensive 
air showers

Xmax

energy deposit

primary 
photon

Nicole Krohm (Uni Wuppertal) Accuracy of the reconstructed shower axis in Golden Hybrid data 4

Fluorescence light

Lateral distribution:

Two main characteristics of  
photon-induced air-showers:‣delayed shower 
development (larger Xmax) ‣Lack of muons due to a 
smaller photo-nuclear cross-
section
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Chapter 1

Introduction

The Pierre Auger Observatory, located on a vast, high plain near Malargüe in western Ar-
gentina, is the world’s largest cosmic ray observatory. The objectives of the Observatory are
to probe the origin and characteristics of cosmic rays above 1017eV and to study the interac-
tions of them, the most energetic particles observed in nature, with the Earth’s atmosphere.

Figure 1.1 shows an overview of the Observatory. It features an array of 1660 water-
Cherenkov particle detector stations spread over 3000 km2 over-looked by 24 air fluorescence
telescopes. In addition, three high elevation fluorescence telescopes overlook a 23.5 km2, 61
detector array with spacing of 750 m (the Infill).

Figure 1.1: The Auger Observatory layout. Each dot corresponds to one of the 1660 surface detector
stations. The four fluorescence detector sites are shown, each with the field of view of its six tele-
scopes. The Coihueco site hosts three extra high elevation (HEAT) telescopes. Laser (CLF, XLF) and
weather balloon launching (BLF) facilities are also shown. The 750 m array and the AERA radio array
are located a few kilometers from Coihueco.

1

Pierre Auger Observatory
fluorescence detector (FD)
27 individual telescopes
10-15% duty cycle

surface detector (SD)
1660 stations
~100% duty cycle

‣Measure cosmic rays 
with energies > 1017 eV‣ 18 countries‣ ~ 500 members

OBSERVATORY

‣ 3000 km2 area‣ 1.5 km SD spacing ‣ data taking since 2004‣ fully operational since 06 / 2008‣ Angular resolution <1°



Daniel Kuempel 5HAP Monitoring Workshop

Diffuse photon search
Concentrate on latest results using hybrid events
Appeared last Tuesday on arXiv (arXiv.1612.01517) and is submitted to JCAP
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Diffuse photon search
Concentrate on latest results using hybrid events
Appeared last Tuesday on arXiv (arXiv.1612.01517) and is submitted to JCAP

Experimental observables

‣ Depth	of	shower	maximum	Xmax	(FD	related)

‣ Parameter	Sb	defined	as	(SD	related)
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Figure 1. Distributions of the zenith angle (left) and the distance of the shower axis to the FD
(right) are shown as examples of the agreement between time-dependent simulation (histograms)
and data (markers) in two separate energy intervals (below and above the “ankle” spectral feature
E

ankle

' 1018.68 eV [5]). Events in data and simulations are selected applying the criteria described in
section 4, with the exception of the energy cut. Simulations are re-weighted according to the spectral
index given in [5] and a mixed composition (50% proton - 50% iron) is assumed.

Pomeranchuk-Migdal (LPM) effect [42, 43]. At higher energies, above 50 EeV, photons have
a non-negligible probability to convert in the geomagnetic field [44–46] producing a bunch
of low-energy electromagnetic particles, called “pre-shower”, entering the atmosphere. The
X

max

of the pre-showered cascades is smaller than for non-converted ones and the separation
between the average X

max

for photons and proton primaries is reduced.
The shower development and the nature of the primary cosmic ray determine the content

and the shape of the distribution of particles at ground as a function of the distance from
the shower axis (Lateral Distribution Function, LDF). Photon-induced showers generally
have a steeper LDF compared to hadron primaries because of the sub-dominant role played
by the flatter muonic component. The high-energy effects (LPM and pre-showering) do
not affect the muon content, however the different stage of shower development (i.e., X

max

)
leads to a modification of the observed LDF. Given the steeper LDF and the muon-driven
SD triggers, the footprint at the ground, and consequently the number N

stat

of triggered
stations, is typically smaller for electromagnetic showers [47]. These features are combined in
the observable Sb [48]:

Sb =
NX

i

Si

✓
Ri

R

0

◆b

(3.1)

where Si and Ri are the signal and the distance from the shower axis of the i-th station,
R

0

= 1000 m is a reference distance and b = 4 is a constant optimized to have the best
separation power between photon and nuclear primaries in the energy region above 1018 eV.

Detailed simulations of the air-showers and of the detector response have been performed
to study the photon/hadron discrimination. A data set of about 60000 photon-induced show-
ers have been generated with CORSIKA version 6.990 [49] with energy between 1017 eV and
1020 eV following a spectrum E

�1 in bins of 0.5 in the logarithm of energy. Events are sampled
from an isotropic distribution, with the zenith angle ✓ ranging between 0 and 65 degrees. The
azimuth angle � is uniformly distributed between 0 and 360�. Pre-showering and LPM effects
are included in the simulations. Proton and iron showers are simulated with CORSIKA ver-
sion 7.4002 adopting the most up-to date hadronic interaction models, EPOS LHC [50] and
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„sensitive to different lateral distribution functions  
(presence/absence of muon component)“

Signal in station i

distance station -
shower axis

b=4 best separation

R0=1km reference distance

G. Ros Astopart. Phys. 35 (2011) 140

‣ Number	of	triggered	surface	detector	sta:ons	Nstat	(SD	related)
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Multivariate Analysis

Signal efficiency
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Figure 3. Left: curve of the background rejection efficiency against the signal efficiency for different
algorithms and observables. Right: distribution of the Boosted Decision Tree observables for signal
(photon, blue), background (proton, red) and data (black). For simulations both the training and the
test samples are shown. The cut at the median of the photon distribution is indicated by the dashed
line. QGSJET-II-04 used as high-energy hadronic interaction model.

Atmosphere. To minimize biases from possible distortions of the longitudinal profile pro-
duced by clouds, a measurement of the cloud coverage by infrared camera or by the lidar sys-
tem is required to be available and to be lower than 25%. Time periods without information
on the aerosol content of the atmosphere or with poor viewing conditions are excluded re-
quiring that the measured vertical aerosol optical depth (VAOD), integrated from the ground
to 3 km, is smaller than 0.1.

The selection efficiencies with respect to the full set of recorded events are given in
table 1. The final data set among which photon candidates are searched for contains 8178
events with energy E� larger than 1018 eV.

5 Analysis

To identify a possible photon signal among the large background due to hadronic primaries, a
multivariate analysis is performed adopting different algorithms. The Boosted Decision Tree
(BDT) has been found to provide the best separation. This method has also the advantage
of being more stable against the inclusion of observables with weak discriminating power.
The variable ranking gives X

max

as the strongest variable followed by Sb and N

stat

. To take
into account the energy and angular dependences of these three observables, the energy and
zenith angle are included in the multivariate analysis. A test excluding the least significant
discriminating observable, N

stat

, has been performed to evaluate its impact on the separation
power. The background rejection versus signal efficiency for the BDT using all observables
and for the case excluding N

stat

are drawn in Fig. 3 (left). For a photon selection efficiency
✏� = 50% the use of N

stat

reduces the background contamination by more than a factor 2,
from 0.37% to 0.14%. Thus the analysis is performed considering all discussed observables.
In the preliminary analysis presented in [19], a Fisher method trained only with X

max

and
Sb and optimized in three different energy ranges was adopted for the sake of simplicity. For
comparison, the performance of the Fisher algorithm is also illustrated in Fig. 3 (left). The
background rejection efficiency is found to be around 99% for ✏� = 50%. In the multivariate

– 7 –

Particle Classification in a Multivariate Analysis

Figure 8.1: Illustration of a decision tree adopted from [247]. A series of binary splits
using the discriminating observable x

i

is applied to the data starting from the root node.
For each split the best separating variable is used resulting that the same variable may be
used at several nodes while others might not be used at all. Final leaf nodes are labeled “S”
and “B” if the majority are signal and background events, respectively.

extended by boosting a decision tree to get several reweighted trees which form a forest.
The final response output is then a combination of each individual tree. This multivariate
technique is called boosted decision tree (BDT).

8.1.2 Description and implementation

While cut-based analysis is able to select only one hypercube as a region of phase space,
a decision tree is able to split the phase space into a large number of hypercubes, each
identified as “signal-like” or “background-like”. The workflow for boosted decision trees
is described below:

• Building a decision tree:
As shown in Fig. 8.1 the training starts with the root node, where an initial splitting
criterion for the full training sample is determined searching for the best separating
observable. A variety of selection criteria exists1 but tests have revealed no signif-
icant performance disparity [247]. In this thesis the Gini index as selection criteria
is used defined as

Gini = P · (1� P) , (8.2)

1e.g. G
ini

index, cross entropy, misclassification error, statistical significance or average squared error

97

Boosted decision trees (BDT)

cut in median 
photon distribution

(spectrum ~E-2)

3 photon 
candidates

‣ Train	Boosted	Decision	Trees	with	photon	and	
proton	simula>ons	(CORSIKA	v.	6.990)	

‣ Apply	to	data	collected	between	Jan.	2005	
and	Dec.	2013	(ensure	good	geometry	and	
profile	reconstruc>on)	

‣ Background	rejec>on	about	99%	  
(50%	photon	efficiency)
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Results
‣ Three	candidate	events	compa:ble	

with	background	expecta:on	
‣ Calculate	upper	limits

Event ID E� [EeV] Zenith [�] X

max

[g/cm2] Sb [VEM] N

stat

l [�] b [�]
3218344 1.40± 0.18 34.9± 0.9 851± 31 2.04± 0.77 2 218.21± 1.29 -25.67± 0.36
6691838 1.26± 0.05 53.9± 0.3 886± 9 4.94± 1.21 2 100.45± 0.57 -46.25± 0.25
12459240 1.60± 0.14 49.4± 0.4 840± 21 9.57± 2.56 3 324.94± 0.37 -24.70± 0.60

Table 2. List of the events selected as photon candidates with the main quantities used for photon-
induced air-showers identification and with their arrival directions in galactic coordinates (l,b).
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Figure 5. Hybrid exposure for photon primaries
in the time interval 01/01/2005 - 31/12/2013, in-
tegrated between E

0

and 1020 eV, assuming a
power law spectrum with � = 2. Systematic un-
certainties due to the ontime and the trigger effi-
ciency are shown as a gray band.

Detector systematic uncertainties

Source Syst. uncert. UL0.95 change
(E� > 1 EeV)

Energy scale ± 14% (+18, -38)%
X

max

scale ± 10 g/cm2 (+18, -38)%
Sb ± 5% (-19, +18)%
Exposure ± 6.4% (-6.4, +6.4)%

Table 3. Relative changes of the upper limits on
the photon flux for different sources of systematic
uncertainties related to the detector. Only the first
energy bin (E� > 1 EeV) is reported as the mostly
affected one.

Mpc because of UHE photons interaction on the extragalactic background radiation [28]. The
smallest angular distances between the candidates and any of the objects in the catalogue
is found to be around 10�. One candidate (ID 6691838) was also selected in a previous
analysis [19]. Its longitudinal profile is shown in Fig. 4 (left). In Fig. 4 (right), the values
of X

max

and Sb for this event are compared to the measured ones in dedicated simulations
having the same geometry and energy of this event. In the data sample of simulated protons,
three out of 3000 showers pass the photon selections and are misclassified, in agreement with
the expected average background contamination.

6 Results

Since the number of selected photon candidates is compatible with the background expecta-
tion, upper limits (UL) on the integral photon flux at 95% confidence level (C.L.) are derived
as:

�0.95
UL (E� > E

0

) =
N

0.95
� (E� > E

0

)

E�(E� > E

0

|E��

� )
(6.1)
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Figure 6. Upper limits on the integral photon flux derived from 9 years of hybrid data (blue arrows,
Hy 2016) for a photon flux E�2 and no background subtraction. The limits obtained when the
detector systematic uncertainties are taken into account are shown as horizontal segments (light blue)
delimiting a dashed-filled box at each energy threshold. Previous limits from Auger: (SD [20] and
Hybrid 2011 [19]), for Telescope Array (TA) [59], AGASA (A) [60], Yakutsk (Y) [61] and Haverah
Park (HP) [62] are shown for comparison. None of them includes systematic uncertainties. The
shaded regions and the lines give the predictions for the GZK photon flux [14, 16] and for top-down
models (TD, Z-Burst, SHDM I[63] and SHDM II [21]).

where N

0.95
� is the Feldman-Cousins upper limit at 95% CL on the number of photon

candidates assuming zero background events and E� is the integrated exposure above the
energy threshold E

0

, under the assumption of a power law spectrum E

�� (if not differently
stated � = 2 as in previous publications [17]):

E� =
1

cE

Z

E�

Z

T

Z

S

Z

⌦

E

��

� ✏(E� , t, ✓,�, x, y) dS dt dEd⌦ (6.2)

with ✏ being the overall efficiency for photons as a function of energy (E�), time (t), zenith
angle (✓), azimuth (�) and position (x,y) of the impact point at ground. cE is a normalization
coefficient: cE =

R
E

��

dE. ⌦ is the solid angle and the area S encloses the array and
corresponds to the generation area used for the simulations. The hybrid exposure after
photon selection criteria is shown in Fig. 5 (left).

Using equation 6.1 and the analysis trained on photon and proton QGSJET-II-04 sim-
ulations, with spectral index � = 2, upper limits to the integral photon flux are set to 0.027,
0.009, 0.008, 0.008, 0.007 km�2 sr�1 yr�1 for energy thresholds of 1, 2, 3, 5 and 10 EeV. They
are derived under the conservative choice that the expected background is zero (relevant here
only for E

0

= 1 EeV) which makes the limits more robust against hadronic interaction and
mass composition assumptions. Rescaling the photon flux limits by the measured all-particle
spectrum [5] results in photon fraction limits of 0.1%, 0.15%, 0.33% 0.85% and 2.7% for the
same threshold intervals.

The robustness of the results is tested against several sources of systematic uncertainties.
Some of them (see table 3) are related to the detector knowledge and the data reconstruction.

– 10 –

Feldman-Cousins 
upper limit at 95% CL

Integrated 
exposure

‣ About	a	factor	4	
improved	limit	
‣ Some	top-down	
models	severely	
constrained	
‣ Op:mis:c	GZK	
scenarios	in	reach	
‣ No	photon	
iden:fica:on	yet

0.1%

0.15% 0.33% 0.85%
2.7%

fraction limit
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Idea directional searches

The signature is an 
accumulation of events 

from a specific direction in the sky
(neutral particles are not deflected in magnetic fields)

charged particle

neutral particles

charged particles
source

Earth

Idea:  
Select photon-like air showers and search for an accumulation of events 

Directional searches for photon point sources  
(A. Aab et al. ApJ 789 (2014) 160)
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Background rejection
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Fig. 2.— Multivariate analysis response value � for photon and proton primaries using
boosted decision trees. During evaluation the MC sample is split half into a training (filled
circles) and half into a testing sample (solid line).

photon acceptance is increased by 42%. The energy resolution is about 20%, independently417

of the primary mass. These resolutions do not a↵ect significantly the analysis since the418

trace of photons from a point source is an accumulation of events from a specific direction,419

and the event direction is well reconstructed also with the relaxed cuts: as shown in Fig. 3,420

the angular resolution is about 0.7�. We also verified that the separation power of the MVA421

is not significantly modified by the weaker selection requirements.422

After selection, the final dataset consists of Ndata = 241, 466 events with an average423

energy of 1017.7 eV. In fact, the energy distribution of these events expresses a compensation424

e↵ect of the energy spectral index and trigger ine�ciencies at low energies. A discussion425

of the hybrid trigger e�ciency for hadrons in the energy range below 1018 eV is given426

in (Settimo 2012). In Sec. 7 this discussion is extended to the case of photons. The average427

number of triggered stations in the current dataset is 2 at 1017.5 eV, where the bulk of428

events is detected, generally increasing with zenith angle and with energy (up to 4 between429

1018 eV and 1018.5 eV).430

17

Select photon-like events by cut in ß-distribution

5 input observables
(fluorescence and surface detector)  

Boosted decision trees �χ2 Greisen, EGreisen / EFD, Xmax, 
Sb, shape parameter
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Analysis details

Fig. 4.— Sky map of the expected background contribution (average of 5,000 scrambled
maps) in Galactic coordinates using the Mollweide-projection (Bugayevskiy & Snyder 1995).
The solid black lines indicate the covered declination range between �85� and +20�. Note
that the southern celestial pole region is omitted in this analysis for reasons explained in
Sec. 5.

the data e�ciencies, "�� and "

�
data, respectively, and to the expected number of background466

events nb(↵, �), a function of the celestial coordinates ↵ and �. The e�ciencies "�� and "

�
data467

are illustrated in Fig. 5 as a function of the multivariate cut �cut. To estimate "

�
data more468

accurately, a declination dependence is taken into account, "�data = "

�
data(�), indicated by469

the red shaded area in Fig. 5. The expectation of a purely hadronic composition is shown470

as a grey band. To improve the detection potential of photons from point sources, the471

cut on the � distribution is optimized, dependent on the direction of a target center or,472

more specifically, dependent on the expected number of background events nb(↵, �). In473

this way the background contamination is reduced while keeping most of the signal events474

in the dataset. This optimization procedure can be described as follows: the upper limit475

of photons ns from a point source at a given direction is calculated under the assumption476

that ndata = n

�
b , i.e., when the observed number of events (ndata) is equal to the expected477
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Fig. 6.— Optimized �cut as a function of the expected background count. The mean value
(solid black line) and the declination-dependent variations (shaded area) are illustrated.

the Poisson expectation. To determine the optimized �cut, the sensitivity is maximized by489

minimizing the expected upper limit by scanning over the entire range of possible �cut, also490

taking into account the photon e�ciency "

�
� :491

min

✓
ns(�cut)

"

�
�(�cut)

◆
with �cut 2 [�1, 1]. (5)

The optimized mean �cut is shown in Fig. 6 as a function of the expected background492

contribution. The grey area indicates the declination-dependent variation of the493

optimization. The mean �cut value used in this analysis is 0.22 resulting in an average494

background contribution after �cut of 1.48 events. Applying the optimized �cut to measured495

data reduces the dataset to 13.304 events. The sky distribution of these events is shown in496

Fig. 7.497

When performing a blind search for photon point sources, the probability p of obtaining498

a test statistic at least as extreme as the one that was actually observed is calculated,499

assuming an isotropic distribution. The test statistic is obtained from the ensemble of500

22

Obtained using scrambling method 
Cassiday et al. Nucl. Phys. Proc. Suppl. 14A, 291 (1990)

‣Blind	search:	526200	target	direc>ons	between	declina>on	-85°	and	+20°.	
‣Op>mized	ßcut	is	determined	by	minimizing	upper	limit	using	Zech’s	method  
G.	Zech,	NIM	A277,	608-610	(1989)	
‣Data:	
‣Energy	range	1017.3	<	E/eV	<	1018.5	
‣Zenith	angle	range:	0°	-	60°	
‣Angular	resolu>on:	0.7°	
‣Top-hat	coun>ng	with	radius	1°

optimized cut as function of 

expected number of events

galactic coordinates
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Results
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Fig. 8.— Integral distribution of p-values. For better visibility � log(p) is shown. The
observed distribution is shown as a thick black line, the mean expected one, assuming back-
ground only, as a thin red line. The blue shaded region corresponds to 95% containment of
simulated data sets.

photons, using hybrid data of the Pierre Auger Observatory, therefore finds no candidate554

point on the pixelized sky that stands out among the large number of trials. It is possible555

that some genuine photon fluxes are responsible for some of the low p-values. If so,556

additional exposure should increase the significance of those excesses. They might also be557

identified in a future search targeting a limited number of astrophysical candidates. The558

present search, however, finds no statistical evidence for any photon flux.559

Directional photon flux upper limits (95% confidence level) are derived using Eqn. (8)560

and shown as a celestial map in Fig. 10. The mean value is 0.035 photons km�2 yr�1,561

with a maximum of 0.14 photons km�2 yr�1. Those values correspond to an energy flux of562

0.06 eV cm�2 s�1 and 0.25 eV cm�2 s�1, respectively, assuming an E

�2 energy spectrum.563

Various sources of systematic uncertainties were investigated and their impact on564

the mean flux upper limit is estimated. The systematics on the photon exposure ranges565

26

Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n

�
data|n

�
b ) , (6)

where Poiss(� n

�
data|n

�
b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510

23

expected number

observed number

No significant deviation 

from isotropic expectation!

Calculate p-value of observation
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Fig. 8.— Integral distribution of p-values. For better visibility � log(p) is shown. The
observed distribution is shown as a thick black line, the mean expected one, assuming back-
ground only, as a thin red line. The blue shaded region corresponds to 95% containment of
simulated data sets.

photons, using hybrid data of the Pierre Auger Observatory, therefore finds no candidate554

point on the pixelized sky that stands out among the large number of trials. It is possible555

that some genuine photon fluxes are responsible for some of the low p-values. If so,556

additional exposure should increase the significance of those excesses. They might also be557

identified in a future search targeting a limited number of astrophysical candidates. The558

present search, however, finds no statistical evidence for any photon flux.559

Directional photon flux upper limits (95% confidence level) are derived using Eqn. (8)560

and shown as a celestial map in Fig. 10. The mean value is 0.035 photons km�2 yr�1,561

with a maximum of 0.14 photons km�2 yr�1. Those values correspond to an energy flux of562

0.06 eV cm�2 s�1 and 0.25 eV cm�2 s�1, respectively, assuming an E

�2 energy spectrum.563

Various sources of systematic uncertainties were investigated and their impact on564

the mean flux upper limit is estimated. The systematics on the photon exposure ranges565
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Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n

�
data|n

�
b ) , (6)

where Poiss(� n

�
data|n

�
b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510
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expected number

observed number

Fig. 10.— Celestial map of photon flux upper limits in
h
photons
km2·yr

i
illustrated in Galactic

coordinates.

The energy flux in TeV gamma rays exceeds 1 eV cm�2 s�1 for some Galactic sources with581

a di↵erential spectral index of E�2 (Hinton & Hofmann 2009; H.E.S.S. 2011). A source582

with a di↵erential spectral index of E�2 puts out equal energy in each decade, resulting in583

an expected energy flux of 1 eV cm�2 s�1 in the EeV decade. No energy flux that strong584

in EeV photons is observed from any target direction, including directions of TeV sources585

such as Centaurus A or the Galactic center region. This flux would have been detected with586

> 5� significance, even after penalizing for the large number of trials (using Eqn. 6 and587

Eqn. 7). Furthermore, an energy flux of 0.25 eV cm�2 s�1 would yield an excess of at least588

5� for median exposure targets. If we make the conservative assumption that all detected589

photons are at the upper energy bound, a flux of 1.44 eV cm�2 s�1 would be detectable.590

This result for median exposure targets is independent of the assumed photon spectral591

index, and implies that we can exclude a photon flux greater than 1.44 eV cm�2 s�1 with592

5� significance.593
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Sky map of photon flux upper 

limit from point sources

No significant deviation 

from isotropic expectation!

Calculate p-value of observation Derive flux upper limits

7. Upper limit calculation511

Here we specify the method used to derive a skymap of upper limits to the photon512

flux of point sources. The directional upper limit on the photon flux from a point source513

is the limit on the number of photons from a given direction, divided by the directional514

acceptance (cf. Sec. 5) from the same target at a confidence level of CL = 95%, and by a515

correction term:516

f

UL =
n

Zech
s

ninc · E�
. (8)

Here nZech
s is the upper limit on the number of photons obtained by using the �cut definition517

in Fig. 6, and applying the procedure of Zech (cf. Eqn. (4)) for the observed number of518

events in data n

�
data:519

P ( n

�
data|n

�
b + n

Zech
s ) = ↵CL · P ( n

�
data|n

�
b ) . (9)

The expected signal fraction in the top-hat search region is ninc = 0.9, and E� is the total520

photon exposure. This latter exposure is derived as:521

E�(↵, �) = E(↵, �) · "�� , (10)

where E indicates the exposure before applying the multivariate cut �cut (cf. Eqn. 11), and522

"

�
� is the photon e�ciency when applying a �cut.523

The exposure E(E) is typically defined as a function of energy E, cf. (The Pierre Auger524

Collaboration 2011a; Settimo 2012; The Pierre Auger Collaboration 2010d). In a similar525

way, the photon exposure E as a function of celestial coordinates ↵ and � is defined as:526

E(↵, �) =
Z

E

Z

T

Z

S

"(E, t, ✓,�, x, y) dS dt dE , (11)

where the coordinates ↵ and � are functions of the zenith (✓) and azimuth (�) angles and527

of the time t; " is the overall e�ciency assuming an energy power-law spectral index for528

photons of �2. It includes detection, reconstruction and selection of the events and the529

24

photon exposure 
(from time-dependent 
detector simulations)
correction factor for 
top-hat choice (=0.9)

particle upper limit

galactic coordinates

Chance	probability	that	pmin	is	
observed	anywhere	in	the	sky:	36%

‣ Average	par:cle	flux	upper	limit:	
0.035	photons	km-2	yr-1	
‣ Average	energy	flux	upper	limit:	
0.06	eV	cm-2	s-1	  
(energy	spectral	index	-2)
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A. Abramowski et al.: VHE γ-rays from PSR B1706−44 and SNR G 343.1−2.3

Fig. 1. Left: image of the VHE γ-ray excess (in units of γ-rays arcmin−2) from H.E.S.S. J1708−443, smoothed with a 2D Gaussian with a width
σ = 0.10◦. The blue-to-red color transition is chosen to reduce the appearance of features which are not statistically significant. The white cross
is located at the best-fit position of the center-of-gravity of the emission and its size represents the statistical error of the fit. The small and large
dotted white circles, labeled A and C, respectively, denote the regions used for spectral analysis. The a priori defined Region B, from which the
detection significance was calculated, is represented by a dotted green circle. The three regions are summarized in Table 2. The position of
the pulsar PSR B1706−44, at the center of region A, is marked by a square. The inset (bottom-left corner) shows the point-spread function of the
H.E.S.S. telescope array for this particular dataset, smoothed in the same manner as the excess image. Radio contours of constant intensity, as
seen at 330 MHz with the Very Large Array (VLA), are shown in green. The radio data were smoothed with a Gaussian of width σ = 0.03◦. The
local maximum in the radio contours at the center of the image is largely due to PMN J1708−4419, an extragalactic object seen in projection (see
Sect. 4.3). Right: gamma-ray excess in quadratic bins of 0.175◦ width. The upper number in each bin is the excess summed within this bin, and the
lower number is the corresponding statistical error. The blue contours correspond to a smoothed excess of 0.14, 0.17, and 0.21 γ-rays arcmin−2,
taken from the image on the left. The red-rimmed bin is centered on the pulsar position. Note the different field-of-view used in the two figures.

Nebula (Aharonian et al. 2006a). This upper limit corresponds
to ∼1% of the flux of the Crab Nebula in the same energy range.

The energy spectrum of the entire source is extracted from
Region C. Within the large integration circle, 615 excess γ-ray
events were found, corresponding to a statistical significance
of 6.8σ (pre-trials). The differential spectrum (Fig. 2) is well-
described by a power law φ = φ0 (E/1 TeV)−Γ with a spectral
photon index Γ = 2.0±0.1stat±0.2sys and a flux normalization at
1 TeV of φ0 = (4.2±0.8stat±1.0sys)×10−12 cm−2 s−1 TeV−1. The
integral flux F(1–10 TeV) = 3.8 × 10−12 ph cm−2 s−1 is ∼17%
of the Crab Nebula flux in the same energy range. The extracted
flux points from the extended emission and the fitted power law
are shown in Fig. 2. The results presented above have been cross-
checked, using an independent calibration of the raw data and an
alternative analysis chain. The cross-checks included a spectral
analysis using the reflected region background method (Berge
et al. 2007), which requires observations to be centered outside
of the emissive region and thus used only half of the available
dataset. All cross-checks confirmed the primary results within
the stated statistical uncertainties.

The most recent observations and analysis by CANGAROO-
III also give an indication of extended emission in the vicinity
of PSR B1706−44 (Enomoto et al. 2009). However, their results
differ significantly from those given in this paper. For example,
the morphology of the VHE γ-ray excess reported by Enomoto
et al. (2009), using an ON-OFF background technique, is that
of a source centered roughly at the pulsar position, as opposed
to H.E.S.S. J1708−443, whose centroid is clearly offset from the
pulsar. Furthermore, CANGAROO-III measures a Crab Nebula-
level integral flux (above 1 TeV) within 1.0◦ of the pulsar, which
is inconsistent with the ∼18% Crab flux measured by H.E.S.S.

Fig. 2. Differential energy spectrum of H.E.S.S. J1708−443, extracted
from Region C (see Table 2). The solid line shows the result of a power-
law fit. The error bars denote 1-σ statistical errors. The bottom panel
shows the residuals of the power-law fit. Events with energies between
0.6 and 28 TeV were used in the determination of the spectrum, and the
minimum significance per bin is 1σ.

in the same energy range. The difference is possibly due to the
exact methods used for background subtraction; in the H.E.S.S.
analysis, the OFF data are normalized to source-free regions of
the ON data, because the background can vary significantly de-
pending on the observing conditions.

A143, page 5 of 12

H.E.S.S. 2011

energy

flu
x

~E-2

Auger limit

1 eV / cm2 / s

1 eV / cm2 / s

EeV rangeTeV range

0.06 eV / cm2 / s (avg.)
0.25 eV / cm2 / s (max)

An	energy	flux	of	1	eV	/	cm2	/	s	would	
have	been	detected	with	>	5	sigma

Exclude extrapolation of TeV sources

‣ Absense of point source photons does not mean that sources are extragalactic:‣ Maybe produced in transient sources (e.g. GRB or SN)‣ Maybe emitting in jets not pointing to Earth‣ Maybe EeV protons from sources with much lower optical depth (comp. to TeV sources)

Interpretation
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Next steps
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Figure 7: Fraction of observed photons / emitted photons as a function of the source distance
assuming a source energy spectrum proportional to E�2 generating photons in the energy range
17.3 < log(E/eV) < 20 including the energy and deflection constraint. The 20% and 36.8% line are
already outside the axis range of this graph.

We include the three sources within LMC as one target set.278

4.3 Final target sets279

For galactic sources the di↵erent target sets used in the neutron search paper have been revisited. H.E.S.S.280

presented five new unidentified sources at ICRC2015. We updated H.E.S.S. unidentified source catalog281

accordingly and associated sources from other catalogs (cf. Sec. 4.1). For the extragalactic target set we282

include the core region of Cen A as one target set and three TeV emitting sources within the LMC region283

as second extragalactic target set.284

A summary of the target sets with the number of sources and a comparison to the neutron targeted285

search paper is shown in Table 2.286

Table 2: Number of sources in each target set compared to the targeted neutron search paper

Class No. neutron search No. photon search galactic/extragalactic
msec PSRs 68 67 galactic
�-ray PSRs 77 75 galactic
LMXB 87 87 galactic
HMXB 48 48 galactic
H.E.S.S. PWN 17 17 galactic
H.E.S.S. other 16 16 galactic
H.E.S.S. UNID 15 20 galactic
Microquasars 13 13 galactic
Magnetars 16 16 galactic
Gal. Center 1 1 galactic
LMC 0 3 extragalactic
Cen A 0 1 extragalactic

In Fig. 8 we show a sky map of all galactic sources including three sources in LMC and the location287

of Centaurus A.288
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Figure 7: Fraction of observed photons / emitted photons as a function of the source distance
assuming a source energy spectrum proportional to E�2 generating photons in the energy range
17.3 < log(E/eV) < 20 including the energy and deflection constraint. The 20% and 36.8% line are
already outside the axis range of this graph.

We include the three sources within LMC as one target set.278

4.3 Final target sets279

For galactic sources the di↵erent target sets used in the neutron search paper have been revisited. H.E.S.S.280

presented five new unidentified sources at ICRC2015. We updated H.E.S.S. unidentified source catalog281

accordingly and associated sources from other catalogs (cf. Sec. 4.1). For the extragalactic target set we282

include the core region of Cen A as one target set and three TeV emitting sources within the LMC region283

as second extragalactic target set.284

A summary of the target sets with the number of sources and a comparison to the neutron targeted285

search paper is shown in Table 2.286

Table 2: Number of sources in each target set compared to the targeted neutron search paper

Class No. neutron search No. photon search galactic/extragalactic
msec PSRs 68 67 galactic
�-ray PSRs 77 75 galactic
LMXB 87 87 galactic
HMXB 48 48 galactic
H.E.S.S. PWN 17 17 galactic
H.E.S.S. other 16 16 galactic
H.E.S.S. UNID 15 20 galactic
Microquasars 13 13 galactic
Magnetars 16 16 galactic
Gal. Center 1 1 galactic
LMC 0 3 extragalactic
Cen A 0 1 extragalactic

In Fig. 8 we show a sky map of all galactic sources including three sources in LMC and the location287

of Centaurus A.288

‣ Galactic set: Similar to previous neutron search paper (ApJL 789 (2014) L34)
‣ Extragalactic set: Include nearby extragalactic sources
‣ Cen A (d = 3.8 Mpc): Include core region
‣ Large Magellanic Cloud (d = 50 kpc): (H.E.S.S. Science 347 (2015) 6220, 406)
‣ N 157B J0537-691:  Pulsar wind nebula
‣ 30 Dor C J0535-691: Superbubble
‣ N 132D J0525-696: Core-collaps SNR

Restrict analysis to predefined target sets (reduce trial factor)
paper close to publication
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Galactic center region
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‣ Interpretation of H.E.S.S. PeVatron results (H.E.S.S., Nature, 531, 406 (2016))
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Galactic center region
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Galactic center region
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‣ Interpretation of H.E.S.S. PeVatron results (H.E.S.S., Nature, 531, 406 (2016))

‣ Constrain naive extrapolation to EeV energies 
‣ Set upper limit on cutoff energy

with energy cutoff
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Summary

Fig. 10.— Celestial map of photon flux upper limits in
h
photons
km2·yr

i
illustrated in Galactic

coordinates.

The energy flux in TeV gamma rays exceeds 1 eV cm�2 s�1 for some Galactic sources with581

a di↵erential spectral index of E�2 (Hinton & Hofmann 2009; H.E.S.S. 2011). A source582

with a di↵erential spectral index of E�2 puts out equal energy in each decade, resulting in583

an expected energy flux of 1 eV cm�2 s�1 in the EeV decade. No energy flux that strong584

in EeV photons is observed from any target direction, including directions of TeV sources585

such as Centaurus A or the Galactic center region. This flux would have been detected with586

> 5� significance, even after penalizing for the large number of trials (using Eqn. 6 and587

Eqn. 7). Furthermore, an energy flux of 0.25 eV cm�2 s�1 would yield an excess of at least588

5� for median exposure targets. If we make the conservative assumption that all detected589

photons are at the upper energy bound, a flux of 1.44 eV cm�2 s�1 would be detectable.590

This result for median exposure targets is independent of the assumed photon spectral591

index, and implies that we can exclude a photon flux greater than 1.44 eV cm�2 s�1 with592

5� significance.593
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Search for UHE photons with the Pierre Auger Observatory

‣Diffuse	searches:	
‣Top-down	models	are	strongly	disfavoured		
‣Upper	limits	start	to	constrain	op>mis>c	GZK-scenarios		

‣Direc:onal	searches:	
‣First	par>cle	and	energy	flux	upper	limits	of	photon	point	sources	in	the	EeV	range	
‣Severe	constraints	on	the	con>nua>on	of	measured	TeV	fluxes	

OBSERVATORY

‣Search	for	ultra-high	energy	photons	is	an	
interes:ng	field	with	high	discovery	poten:al	
‣No	photons	in	EeV	range	observed	so	far
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Backup slides
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What sources can we target?
Photons are produced in the vicinity of the source, e.g. via 
proton-gamma or proton-proton interactions

Assumption:

Primary photonsDifferentiate between:
1. Primary photons: Photons created 

in the vicinity of the source  
2. Secondary photons: Photons 

created during propagation to Earth  
(e.g. via inverse Compton 
scattering) 
• Constraints for second. photons: 

1. 17.3 < log(E/eV) < 18.5 
2. Deflection < 1°

Typical	
distance

	in	our	

energy	
range:	<

	1	Mpc
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Photon horizon

initial photon energy [EeV]
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‣ Primary photons can extend the photon horizon. However, 
strongly dependent on (unknown) extragalactic magnetic field

‣ Considering only primary photons galactic and nearby 
extragalactic sources can be targeted 
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AugerPrime

20 CHAPTER 2. SCIENTIFIC ACHIEVEMENTS AND GOALS
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Figure 2.15: Expected sensitivity on the flux of photons and neutrinos. In addition to the conservative
estimates based on the increase of statistics, also the projected photon sensitivity for the ideal case of
being able to reject any hadronic background due to the upgraded surface detector array is shown.

station electronics, as foreseen for the upgrade (see Sec. 4.3), will allow us to improve
the triggering algorithms further.

• At the present time, the photon limits are no longer background free. Improved muon
discrimination will help to reduce the background due to hadronic events in our pho-
ton candidate sample, or to identify photons and neutrinos.

The analyses of the impact of the improved triggering algorithms and composition sensi-
tivity are still underway. Therefore, we show in Fig. 2.15 (dashed lines) the maximum reach
allowed by exposure until 2024. In case of the photon studies a selection efficiency of 50%
(due to the a-priori cut) is assumed. Also, the hypothesis that a perfect background rejection
after the detector is upgraded and that the new triggers are fully exploited is taken. These
lines have to be interpreted as a boundary of what we can do in an optimistic case. The
improvement compared to the simple extension of the current data analysis (solid line) until
2024 is significant. The extension of the energy range for current limits below 10 EeV is due
to the new triggers. The predicted hybrid limits include the exposure gained with the ex-
tended duty cycle. The limits are compared to theoretical predictions (photons: GZK fluxes
proton I [53], proton & iron II [133]; neutrinos: AGN [134], Waxman-Bahcall flux [57, 58],
cosmogenic neutrino fluxes [50, 51, 133]).

By 2024 we expect to lower our photon limits to reach the band of even conservative
predictions for GZK photons – or discover ultra-high energy photons. It is expected that
the limits will improve further, mainly at the low-energy end, due to optimized trigger al-
gorithms. If we were able to reject our current photon candidates due to improved analysis
algorithms these limits could be much stronger.

2.3.4 Methods for determining the muonic shower component

There are different methods of measuring the density of muons as function of the lateral
distance. The most direct method, of using detectors sufficiently shielded to absorb the
electromagnetic shower component by, for example, burying them under a layer of soil, is

Prototype detector

3.8 m2 scintillator
(mainly EM component)

10 m2 water cherenkov counter
(mainly µ component)

Auger upgrade

Main goals:‣ Origin of the flux suppression ‣ Proton contribution in the flux suppression region‣ Fundamental particle physics

increase sensitivity to mass composition

conservative estimate
ideal estimate (no background)

expect improvement for diffuse 
and directional searches
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Hybrid detector
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