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Big Data 

Our asset: GridKa 
German Tier-1 center in the Worldwide LHC Computing Grid 
Current status: 11,600 CPU cores, 11 PB disk, 17 PB tape, Grid services 
Enables German and European research groups to explore LHC data 

The next  “big  thing”:  LSDF – Large Scale Data Facility 
BaWü storage facility, available to all scientific disciplines 
Current use: systems biology, satellite and synchroton data 
Current status: 6 PB installed, 110 TB Hadoop, extension to > 10 PB  
Development of data services, e.g. file sync&share, data-handling 

R&D: Large Scale Data Management and Analysis  
Joint R&D in Data Life Cycle Labs (DLCL)  
Research on general methods and tools development 

Data management, AAI/IDM, archiving 
Consortium: 4 Helmholtz, 6 Universities + DKRZ 
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“May All Your Problems be Technical” 

    Jim Gray 

 

 

 

 

“A small amount of data may be precious, but a glut of data is a curse”  

        Anon 
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Big Data        Open Access 
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The Challenges Posed by Big Data in Science 

Technical Challenges 

Scientific Challenges 
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What Does Best Practice Entail Regarding Research Data 

> Data Management Planning 

> Documenting Your Data 

> Formatting Your Data 

> Storing Your Data 

> Sharing Your Data 

> Ethics and Consent 

 BEST PRACTICE FOR RESEARCHERS  UK Data Archive  2011   
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Synchrotrons Shedding New Light onto Sciences 
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Synchrotrons Shedding New Light onto Sciences 
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from either a copper 2p core level to the unoccupied copper 

3d states or from an oxygen 1s to an unoccupied oxygen 2p 

state to create a spectroscopic sensitivity to the local hole density. 
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where the probing depth is of the order of a few nanometers. 
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depth of the order of millimeters. Since so many lattice planes 
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tion peaks are generated [3]. Charge order is probed in this ex-

periment via small lattice distortions caused by local variations 

of the Coulomb interaction. Despite the very different contrast 

mechanisms, both techniques have comparable sensitivities to 

charge stripes.

6JG�JKIJ�GPGTI[�GZRGTKOGPVU�YGTG�ECTTKGF�QWV�CV�$GCONKPG�$9��
CV�&14+5�WUKPI�����MG8�:�TC[U��VJG�UQHV�:�TC[�GZRGTKOGPVU�CV�

Figure 1

Stripe order and the observed charge order peaks. a) Crystal structure of the layered 

perovskite cuprates, b) a model picture of site-centred stripe order in the CuO planes 

(red planes in a) where only the Cu sites are shown. Light blue denotes hole-rich, dark 

blue hole-poor sites; the arrows indicate the spin direction. c) Reciprocal space map 

with fundamental Bragg peaks and superstructure reflections related to the stripe phase. 

The blue lines denote the direction of the scans presented in Fig. 2.

Figure 2

Reciprocal space scans through charge-order positions. a) Scans along [100] (H) through 

the (0.24 0 0) superstructure peak of LSCO. b) Example for high-energy X-ray scans 

through an expected charge-order satellite position near (200) (symbols and blue line) 

and slightly offset in K (grey symbols) to be sure not to miss any signal. The red line is a 

simulation of a charge order peak with the same width as the one in Fig. 2a and an 

intensity of 10-8 times the intensity of a strong nuclear reflection.

Most of present day’s understanding of high-temperature superconductors (high-Tc) is based on experiments 

that either probe the bulk of the material or the topmost surface layer. Making use of the wide range of X-ray 

energies available at modern synchrotron facilities we found clear differences in the properties of the bulk 

and near-surface region of the prototypical high-Tc material La1.88Sr0.12CuO4 (LSCO): While near the surface 

doped charges arrange in one-dimensional stripes, such order is not found in the bulk. These results show 

VJCV�VJG�OCVGTKCN�KU�UWHÿEKGPVN[�ENQUG�VQ�UVTKRG�HQTOCVKQP�CPF�VJCV�UOCNN�RGTVWTDCVKQPU�NKMG�UVTCKP�QT�TGFWEGF�
dimensionality near the surface stabilize this order. It also tells us that bulk and surface properties in such 

materials can be very different. 

The basic building blocks of cuprate high-temperature super-

conductors are CuO
2
 planes (Fig. 1a). It has been predicted 

early [1] that doped holes may arrange as lines in these planes 

forming charged anti-phase domain walls for the antiferromagnetic 

order on the hole-poor sites (Fig. 1b). Such patterns, called 

stripes, can be detected via their characteristic additional super-

UVTWEVWTG�TGĀGEVKQPU�
(KI���E��KP�PGWVTQP�=�?�CPF�:�TC[�GZRGTK-
OGPVU�=�?��6YQ�UGVU�QH�TGĀGEVKQPU��QPG�UGV�FWG�VQ�VJG�OCIPGVKE�
stripe order and the other set due to the charge stripes were 

indeed found in various high-T
c
 materials [4]. Interestingly, for 

the prototypical material LSCO only the magnetic stripe peaks 

could be found [5], while the charge stripe signal was missing [6]. 

This has been puzzling, because both are supposed to be 

closely linked together.

1XGT�VJG�NCUV�[GCTU��VYQ�:�TC[�DCUGF�OGVJQFU�JCXG�DGGP�
 developed that both are extremely sensitive to charge stripe 

superconductivity 
under coverª
Charge stripes near the surface of La1.88Sr0.12CuO4
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while even higher Ca2+ concentration will cause full pump activity 

via binding of calmodulin to both sites.

The pump is thus activated step by step, depending on how 
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reach an amount that is dangerous for the cell, the pump 

changes into the turbo gear, which enables it to very quickly 

reduce the concentration.

Mathematical modelling indicates that the role of the second 

calmodulin-binding site is to maintain a stable, basal level at 

a threshold Ca2+ concentration, where steep activation occurs. 

This mechanism is present in plants and mammals despite the 

lack of sequence similarity and different location of their regulatory 

domains (N-terminus in plants, C-terminus in mammals). 

In conclusion, we have developed a general structural model 

for calmodulin-mediated regulation of calcium pumps involving 

a turbo switch and allowing a stringent and highly responsive 

control of intracellular calcium concentration in eukaryotes. This 

discovery not only improves our understanding of a fundamental 

mechanism in the biology of all higher organisms, but could 

one day allow for better treatment of certain diseases in which 

the calcium balance is disturbed. 

Figure 1

Crystals of the (CaM)
2
/ACA8R 

complex from A. thaliana. Crystals 

were obtained by the sitting-drop 

vapor diffusion method and grew 

to max. dimensions of 

0.7 x 0.35 x 0.2 mm.

Figure 3

Comparison between crystal and 

solution structure of (CaM)
2
/

ACA8R complex. Ab initio shape 

reonstruction based on SAXS 

data superimposed on crystal 

structure of (CaM)
2
/ACA8R 

complex. The results show good 

agree ment between crystal and 

 solution structure.
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to be highly durable in oil paint and watercolours. As a conse-

quence, prominent painters such as Monet, Seurat and 

Cézanne frequently made use of cadmium yellow. However, 

in spite of its excellent reputation, alteration of CdS paint layers 

was recently reported [2].

 

In the past, the authors demonstrated how the UV radiation in 

ambient daylight instigated the oxidisation of bright yellow 

cadmium sulphide to colourless cadmium sulphate on a 

painting by James Ensor (‘Still life with coffeepot, cabbages 

CPF�OCUMo��EC��������-TÒNNGT�/ØNNGT�/WUGWO��=�?��(QT�VJG�8CP�
Gogh painting that is discussed here (‘Flowers in a blue vase’, 

������-TÒNNGT�/ØNNGT�/WUGWO���VJG�OQTRJQNQI[�QH�VJG�FGITCFGF�
cadmium paint layer was substantially different. Here, an opaque 

greyish crust obscures the yellow colour, as illustrated in Fig. 1. 

In addition, the Van Gogh case was rendered more complex 

due to the presence of a varnish coating that was applied on top 

of the paint during a previous conservation treatment, most 

probably in an attempt to consolidate the affected paint.

Figure 1

Left: ‘Flowers in a blue vase‘ 

painted by Vincent Van Gogh 

in Paris in 1887. Right: detail 

of the paint surface. 

A greyish degradation crust 

is obscuring the original 

warm yellow cadmium 

sulphide paint.

The study and analysis of degrading painting materials by means of synchrotron radiation is considered as an 

KORQTVCPV�VQRKE�YKVJKP�VJG�ÿGNF�QH�EWNVWTCN�JGTKVCIG�UEKGPEG�CU�VJG�WPUQNKEKVGF�TGCEVKQPU�VJCV�VCMG�RNCEG�CV�VJG�

UWD���OKETQP�NGXGN�CTG�ECWUKPI�UKIPKÿECPV�EJCPIGU�KP�VJG�CRRGCTCPEG�QH�OCP[�MG[�YQTMU�QH�CTV��/QTGQXGT��
VJGUG�FGVTKOGPVCN�RJGPQOGPC�QHVGP�LGQRCTFKUG�VJG�RTGUGTXCVKQP�QH�VJG�CHHGEVGF�RCKPVKPIU�HQT�HWVWTG�IGPGTC-

VKQPU�CU�VJG�RCKPV�NC[GTU�CTG�TGPFGTGF�DTKVVNG�CPF�ĀCM[��+P�VJKU�YQTM��VJG�HQTOCVKQP�OGEJCPKUO�QH�C�FKUVWTDKPI�
greyish crust that had formed on the bright cadmium yellow paint strokes of a painting by Van Gogh was 

explained by combining a number of complimentary species-selective analytical techniques (µ-XRF/µ-XRD, 

µ-XRF/µ-XANES and µ-FTIR). 

At the end of the nineteenth century, the avant-garde painters 

(e.g. the impressionists) refused adopting the prevailing way of 

painting that was traditionally taught at the art academies. As 

this transition was accompanied by drastic stylistic changes, it is 

often forgotten that this evolution was facilitated by rather tech-

nical innovations: (a) the invention of the collapsible metal paint 

tube allowing outdoor ‘plein air’ painting and (b) the development 

of a range of new and bright synthetic pigments by the emerging 

chemical industry. These pure chemical compounds soon 

found their way to the paint boxes of progressive artists and 

supplemented their set of conventional pigments of mainly 

mineral origin [1].   

However, the inclusion of innovative but untested pigments in 

paintings at the expense of time-honoured materials with proven 

durability holds some risks. Nowadays, it becomes clear that a 

number of these colouring substances can become chemically 

unstable on the long term. One of these pigments is cadmium 

yellow (CdS), a bright yellow pigment that was initially thought 

the chemistry behind Van Gogh’s 
FKUEQNQWTKPI�āQYGTUª
Cadmium yellow degradation mechanisms

Very Diverse Scientific Usage:  
Physics, Chemistry, Biology, even Cultural Heritage 
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Synchrotrons Shedding New Light onto Sciences 
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Game Changers 

 

>  Dectris Pilatus 6M 

>  2463 x 2527 pixels  

>  7 MB Images 

>  25 frames per sec.  

>  175 MB/s 

>  High Duty Cycles means that 10 TB / day is quite possible 

"The Pilatus detector has completely transformed the way X-ray photons 
are being detected today at synchrotron radiation sources, such as 
Diamond. This is something we could only have dreamt of in the early 
days of synchrotron sciences." 

Prof. Dr. Gerhard Materlik (CBE), CEO of Diamond Light Source, 
June 18th, 2012 
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Next Generation 
 

>  LAMBDA (Large Area Medipix 
Based Detector Array) 

>  Developed at DESY using 
Medipix developed at CERN 

>  A single LAMBDA module has 
1536 x 512 pixels, and multiple 
modules can be tiled to cover a 
large area. 

>  Operates in a “continuous read-
write” mode with negligible dead 
time between images. 

>  Expected to allow continuous 
1000 fps readout using 10 
Gigabit Ethernet links. 

 

> ~ GB/s per module 
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DESY Light Sources 

O(1000) Unique Users Per Year 
Numerous Types of Measurement Station 
Spread Across Several Different Facilities 
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The Problem 

> Data Sets Become Too Large to Take Home. 

> Data Rates Begin to Require Dedicated Central IT 
Infrastructure, Way Beyond Previous Requirements.  

> Wide Variety of Scientific Users Means Significant Number 
of Data Formats and Analysis Software. 

> Large Number of Users With Little Affiliation to the Lab. 
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So What Does Best Practice Dictate 

> Data Sets Become Too Large to Take Home. 

> Data Rates Begin to Require Dedicated Central IT 
Infrastructure, Way Beyond Previous Requirements.  

> Wide Variety of Scientific Users Means Significant Number 
of Data Formats and Analysis Software. 

> Large Number of Users With Little Affiliation to the Lab. 

Define Data Management Policies  

Realistic Performance Estimates, and Plan Ahead 

Insist, Insist, Insist … 

Pray 
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Research Facilities as Data Custodians 

ECM27, Bergen DDD Workshop August 6, 2012 Heinz J Weyer, PSI     31 
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>  With data-sets increasing to sizes which become infeasible to take 
home, Research Facilities get left holding the baby.  
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Strength in Numbers 

> Photon and Neutron Data 
Infrastructure 

> Established in 2007 with 4 
facilities, now standing at 13 

> Combined Number of Unique 
Users more than 35000 in 2011 

> Combines Scientific and IT staff 
from the collaborating facilities 

> European Framework 7 Project 
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Aims of the Project  

> Harmonize authentication and authorization  

> Standardize data formats and annotation of data  

> Allow transparent and secure remote access to data  

> Establish sustainable and compatible distributed data 
catalogues  

> Allow long term preservation of data 

> Provide compatible data analysis software  

> Promote data policies in laboratories  
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Harmonize Authentication and Authorization  

> Umbrella Identity Management System (IdM) 

> Built on top of the existing well established User Offices 

> Utilises Internet2’s Shibbolleth Federated AAI  

> Based on a single Umbrella IdP with the facilities acting as 
Federated Services, i.e. they maintain Authorisation role 

> Recently GEANT GN3plus                                       
committed to allowing Research                                           
Projects to use its European                                                
wide AAI infrastructure eduGain                                        



Steve Aplin  |  Big Data in Science, Practice  |  30/8/2013  |  Page 18 

Standardize data formats and annotation of data  

> NeXus/HDF5 Chosen as the common format. 

> NeXus is developed as an international standard by 
scientists representing major scientific facilities across the 
world. 

> NeXus builds on top of HDF5 so any NeXus file is a fully 
valid HDF5 file, which can be read by a large number of 
applications without any further modification. 

> HDF5 is a widely adopted, standardized data format and 
has been proposed by the European Commission as an 
ISO standard for all binary data. 
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Metadata Catalogue 

NMI3 GA 9th Nov 2011 - Jean-François Perrin  ILL - IT Service 

Proposal 

Approval  

Scheduling 

Experiment 

Data 
cleansing 

Record 
Publication 

Scientist submits 
application for 

beamtime 

Facility committee 
approves application 

Facility registers, 
trains, and schedules 

scientist’s  visit Scientists visits, 
facility  run’s  
experiment  

Subsequent 
publication registered 

with facility 

Raw data filtered and 
cleansed 

Data analysis 

Tools for processing 
made available 

Metadata Repository 

http://www.icatproject.org/ 

Data Access and Catalogues  
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Sustainable Infrastructure 

>  Provide tools, services and processes required for 
the uniform access to computing and storage 
resources, regardless of the scientific discipline. 

>  Federated Identity Management 

>  Federated Data Access 

>  Meta Data Catalogues & Repositories 

>  Archive Service 

>  Monitoring 

>  Data Intensive Computing 

>  4 Helmholtz research centers, 6 Univ. and DKRZ 

6 28.08.2013 Steinbuch Centre for Computing 11th GridKa School 

Big Data 

Our asset: GridKa 
German Tier-1 center in the Worldwide LHC Computing Grid 
Current status: 11,600 CPU cores, 11 PB disk, 17 PB tape, Grid services 
Enables German and European research groups to explore LHC data 

The next  “big  thing”:  LSDF – Large Scale Data Facility 
BaWü storage facility, available to all scientific disciplines 
Current use: systems biology, satellite and synchroton data 
Current status: 6 PB installed, 110 TB Hadoop, extension to > 10 PB  
Development of data services, e.g. file sync&share, data-handling 

R&D: Large Scale Data Management and Analysis  
Joint R&D in Data Life Cycle Labs (DLCL)  
Research on general methods and tools development 

Data management, AAI/IDM, archiving 
Consortium: 4 Helmholtz, 6 Universities + DKRZ 

 

Large Scale Data 
Management and Analysis 
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Sustainable Infrastructure 

>  Provide tools, services and processes required for 
the uniform access to computing and storage 
resources, regardless of the scientific discipline. 

>  Federated Identity Management 

>  Federated Data Access 

>  Meta Data Catalogues & Repositories 

>  Archive Service 

>  Monitoring 

>  Data Intensive Computing 

>  Started in 2012, will run to 2016. After which it is projected to 
be integrated into sustainable POF of Helmholtz Association  

6 28.08.2013 Steinbuch Centre for Computing 11th GridKa School 

Big Data 

Our asset: GridKa 
German Tier-1 center in the Worldwide LHC Computing Grid 
Current status: 11,600 CPU cores, 11 PB disk, 17 PB tape, Grid services 
Enables German and European research groups to explore LHC data 

The next  “big  thing”:  LSDF – Large Scale Data Facility 
BaWü storage facility, available to all scientific disciplines 
Current use: systems biology, satellite and synchroton data 
Current status: 6 PB installed, 110 TB Hadoop, extension to > 10 PB  
Development of data services, e.g. file sync&share, data-handling 

R&D: Large Scale Data Management and Analysis  
Joint R&D in Data Life Cycle Labs (DLCL)  
Research on general methods and tools development 

Data management, AAI/IDM, archiving 
Consortium: 4 Helmholtz, 6 Universities + DKRZ 

 

Large Scale Data 
Management and Analysis 
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OPEN ACCESS TO DATA – Correcting The Data-Gap 

>  “Technologies capable of acquiring and storing vast and complex 
datasets challenge the principle that science is a self-correcting 
enterprise. How can a theory be challenged or corrected if the data that 
underlies it is neither accessible nor assessable?” 

>  “A great deal of data has become detached from the published 
conclusions that depend upon it, such that the two vital complementary 
components of the scientific endeavour - the idea and the evidence - 
are too frequently separated.” 

>  “The rewards for attracting resources for research and making 
important scientific discoveries are considerable. These can create 
temptations for some scientists, whether in the public or private sector, 
to indulge in poor practices that range from blatant fraud, where data 
are invented, to selective reporting of findings in order to promote a 
particular hypothesis.” 

Science as an Open Enterprise     The Royal Society     2012 
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OPEN ACCESS TO DATA – Correcting The Data-Gap 

OSTP Public Access Policy Forum 

“The Obama Administration is committed to the proposition 
that citizens deserve easy access to the results of scientific 
research their tax dollars have paid for.” 

Public funders of research increasingly follow guidance from the Organisation for 
Economic Co-operation and Development (OECD) that publicly funded research data 
should as far as possible be openly available to the scientific community. 
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OPEN ACCESS TO DATA – A Reality 
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OPEN ACCESS TO DATA – Data Preservation Bad examples: the „NASA effect“ 

• Data from space explorer Viking were partly useless in 1985 after only 9 years of 
 storage. Data from 30 years of space exploration were stored on 1.2 million magnetic 
 tapes by NASA in 1976 but in the mid-nineties many were useless1. 

 
 
 
 
 
 
 
 
 
 
 
 

• “Last month, researchers working out of 
an abandoned McDonald’s restaurant on 
the grounds of NASA Ames Research 
Center recovered data collected by 
NASA’s Nimbus II satellite on 23 
September 1966  .. . The LOIRP2 team 
obtained $750,000 from NASA and private 
enterprise and enlisted the assistance of a 
retired Ampex engineer. They cleaned, 
rebuilt, and reassembled one drive, then 
designed and built equipment to convert 
the analog signals into an exact 16-bit 
digital copy.”3 

1Hilmar Schmundt: Im Dschungel der Formate. In: Der Spiegel 26/2000. URL: http://www.spiegel.de/spiegel/print/d-
16748341.html 
2Lunar Orbiter Image Recovery Project 
3SCIENCE Magazine, 12 March 2010, Vol. 327, p. 1322 

© NASA, http://www.nasa.gov/topics/moonmars/features/LOIRP/loirp-gallery-index.html# 

Problems in Research Data Archiving 
Iver Lauermann HZB 
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OPEN ACCESS TO DATA – Data Preservation 

David South Data Preservation in HEP 
Page 8David South, Data Preservation in HEP, Moriond QCD 2009

Re-analysis of JADE Data from PETRA

Precision measurements of αS and tests of asymptotic freedom

In NLO QCD: αS(35 GeV) = 0.14 ± 0.02
No indication of a running αS

 signature
In re-summed NNLO QCD: αS(MZ) = 0.1172 ± 0.0051
Significant evidence of running αS and asym. freedom
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OPEN ACCESS TO DATA – Data Preservation 

David South Data Preservation in HEP 
Page 18David South, Data Preservation in HEP, Moriond QCD 2009

Past Experiences of Data Preservation: PETRA

• Recent re-analysis of JADE data is such a case (S. Bethke, J. Olsson et al.)

– Conversion of old data format done in 2005 and 2008 by Jan

– Successful revitalisation and validation of

complete JADE reconstruction and

simulation software and event display

– Involved conversion, translation and

some rewriting of original code

• There were several interesting JADE anecdotes along the way, including:

– A hand-typed recovery of a luminosity / calibration file from a (green) paper
copy found in Jan’s DESY office

– An old version of BOSlib79 found at the Tokyo computing centre

– Original JADE MC 9-track tapes found in a Heidelberg University cupboard

• Only through careful documentation will we avoid such things
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OPEN ACCESS TO DATA – Compliance 

Empirical Study of Data Sharing by Authors Publishing in
PLoS Journals
Caroline J. Savage, Andrew J. Vickers*

Department of Epidemiology and Biostatistics, Memorial Sloan-Kettering Cancer Center, New York, New York, United States of America

Abstract

Background: Many journals now require authors share their data with other investigators, either by depositing the data in a
public repository or making it freely available upon request. These policies are explicit, but remain largely untested. We
sought to determine how well authors comply with such policies by requesting data from authors who had published in
one of two journals with clear data sharing policies.

Methods and Findings: We requested data from ten investigators who had published in either PLoS Medicine or PLoS
Clinical Trials. All responses were carefully documented. In the event that we were refused data, we reminded authors of the
journal’s data sharing guidelines. If we did not receive a response to our initial request, a second request was made.
Following the ten requests for raw data, three investigators did not respond, four authors responded and refused to share
their data, two email addresses were no longer valid, and one author requested further details. A reminder of PLoS’s explicit
requirement that authors share data did not change the reply from the four authors who initially refused. Only one author
sent an original data set.

Conclusions: We received only one of ten raw data sets requested. This suggests that journal policies requiring data sharing
do not lead to authors making their data sets available to independent investigators.

Citation: Savage CJ, Vickers AJ (2009) Empirical Study of Data Sharing by Authors Publishing in PLoS Journals. PLoS ONE 4(9): e7078. doi:10.1371/
journal.pone.0007078
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Introduction

Technology has dramatically improved the ways in which data
can be stored, analyzed and disseminated. The Internet facilitates
almost instantaneous access to data and information, and now
plays a key role in many fields of medical research. Researchers in
genomics, for example, rely heavily on publicly available resources
such as GenBank, a repository of annotated DNA sequences.
Many journals now state that submission of original data, such as
microarray results, into appropriate repositories is a requirement
for publication[1].

Following the notable strides of genomics, and other fields such as
the open source movement in software, there has been a surge of
awareness regarding data sharing in the biomedical field. The NIH
recently declared that the sharing of data is essential for translating
research into knowledge and products that improve health[2]. As
such, all investigators seeking more than $500,000 in grant support
per year are now required to include a plan for data sharing[3].

Several journals now require authors to share their raw data sets
as a condition of publication. The Public Library of Science
(PLoS) Journals, a collection of open access journals, specifically
states that open access applies to both the scientific literature and
the supporting data: ‘‘publication is conditional upon the
agreement of authors to make freely available any materials and
information associated with their publication that are reasonably

requested by others for the purpose of academic, non-commercial
research.’’[4] Several other highly regarded journals, such as
Nature and Science, have also established clear data sharing
requirements[5,6].

Unfortunately, the specific mechanisms for data sharing are
often unspecified and the implementation of such policies largely
untested. Very few journals have an explicit statement regarding
how their data sharing policies are enforced, and thus it is unclear
what options are available to investigators who encounter authors
who are unwilling to share. To study how well authors comply
with data sharing requests, we attempted to acquire original data
sets from several researchers who had published in journals with
explicit data sharing policies.

Methods

We chose to make our requests from authors who had published
in PLoS journals due to their exceedingly clear data sharing
policies: all data relevant to publication should be deposited in an
appropriate public repository, if appropriate, and if not, ‘‘data
should be provided as supporting information with the published
paper. If this is not practical, data should be made freely available
upon reasonable request.’’[4]

Ten papers from two PLoS publications, PLoS Medicine (n = 4)
and PLoS Clinical Trials (n = 6). None included raw data as part

PLoS ONE | www.plosone.org 1 September 2009 | Volume 4 | Issue 9 | e7078
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Nature and Science, have also established clear data sharing
requirements[5,6].
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what options are available to investigators who encounter authors
who are unwilling to share. To study how well authors comply
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sets from several researchers who had published in journals with
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>  In the event of refusal, authors reminded of the journal’s data 
sharing guidelines.  

>  Three investigators did not respond, four authors responded and 
refused to share their data, two email addresses were no longer 
valid, and one author requested further details.  

>  Only one author sent an original data set.  

 

 

>  Requested data from ten 
investigators who had 
published in either PLoS 
Medicine or PLoS Clinical 
Trials. Journals with an 
Open Data Mandate for 
their publications. 
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Summary 

> Best Practice has to be enshrined in Policy. 

> Policies will only be as good as they are 
enforceable. Those that rely solely on enlightened 
self interest will struggle to succeed in a 
heterogeneous environment. 

> Standard formats and protocols should always be 
favored over propriety solutions. This does not 
mean that choosing a standard is easy.  

> Open Access is gaining ground both politically and 
in practice. How this will affect you is still unclear.  
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> Remember Hardware is Cheap, and Easily 
Replaced; People are Neither Nor. 
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> http://www.helmholtz-lsdma.de 

> http://pan-data.eu 

> http://royalsociety.org/policy/projects/science-
public-enterprise/report/ 

> http://data-archive.ac.uk 

> http://oa.helmholtz.de 
>  Savage CJ, Vickers AJ (2009) Empirical Study of Data Sharing by 

Authors Publishing in PLoS Journals. PLoS ONE 4(9): e7078. doi:
10.1371/ journal.pone.0007078  


