
Steinbuch Centre for Computing (SCC)

Funding: www.bwhpc-c5.de

Course:
High Performance Computing (HPC)

in Baden-Württemberg

J. Denev, S. Shamsudeen, S. Raffeiner, F. Bösert, P. Weisbrod, H. Häfner, R. Barthel



Steinbuch Centre for Computing (SCC)

Funding: www.bwhpc-c5.de

bwHPC:
Hardware and Storage Architecture

Peter Weisbrod, SCC, KIT



bwHPC: Hardware and Storage Architecture / P. Weisbrod06/12/2016 3

Clusters @ Tier 2+3

bwForCluster JUSTUS 
(12/2014):

Computational Chemistry

bwForCluster BinAC 
(11/2016):

Bioinformatis,
Astrophysics 

bwForCluster NEMO 
(09/2016):

Neurosciences, 
Micro Systems Engineering, 
Elementary Particle Physics

bwUniCluster 
(02/2014):

General purpose, 
Teaching & Education

ForHLR I+II 
(09/2014),(03/2016):

Research, high scalability

bwForCluster MLS& WISO 
(10/2015):

Economics & Social Science, 
Molecular Life Science 

Karlsruhe

Ulm

Freiburg

Tübingen

Mannheim     Heideberg

Hazel Hen

ForHLR

bwUniCluster

JUSTUS MLS&WISO

NEMO BinAC
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bwForCluster JUSTUS 

Federated HPC tier 3 resources

Diskless SSD Big SSD Large Mem SSD Visual

# nodes 202 204 22 16 2

Core/node 16 16 16 16 16

Processor 2,4 GHz (Xeon E5-2630v3, Haswell)

Main Mem 128 GiB 256 GiB 512 GiB 512 GiB

Local Storage - 1 TB SSD 2 TB SSD 4 TB HDD

Interconnect InfiniBand QDR

Blocking 1:8

HOME 192 TB NFS

PFS – 
Workspaces

192 TB Lustre

Block storage 480 TB (local mount via RDMA)

Special feature NVIDIA K6000

Selected characteristics:

Dedicated to computational chemistry
High I/O, large MEM jobs

User and software support by bwHPC competence 
center



bwHPC: Hardware and Storage Architecture / P. Weisbrod06/12/2016 5

bwUniCluster 

Federated HPC tier 3 resources

Selected characteristics:

General purpose HPC entry level incl. education

Universities are Shareholders

Federated operations, multilevel fairsharing

Thin Fat In Preparation

# nodes 512 8 352

Core/node 16 32 28

Processor 2.6 GHz (Sandy Br.) 2.4 GHz (Sandy Br.) 2.0 GHz (Broadwell)

Main Mem 64 GiB 1024 GiB 128 GiB

Local Storage 2 TB HDD 7 TB HDD 480 GB SSD

Interconnect InfiniBand 4x FDR InfiniBand  FDR/EDR

Blocking 1:1 (50%), 1:8 (50%) 1:1

PFS – HOME 469 TB Lustre

PFS – Workspaces 938 TB Lustre
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bwUniCluster 

Federated HPC tier 3 resources

Selected characteristics:

General purpose HPC entry level incl. education

Universities are Shareholders

Federated operations, multilevel fairsharing
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bwForCluster JUSTUS 

Federated HPC tier 3 resources

Diskless SSD Big SSD Large Mem SSD Visual

# nodes 202 204 22 16 2

Core/node 16 16 16 16 16

Processor 2,4 GHz (Xeon E5-2630v3, Haswell)

Main Mem 128 GiB 256 GiB 512 GiB 512 GiB

Local Storage - 1 TB SSD 2 TB SSD 4 TB HDD

Interconnect InfiniBand QDR

Blocking 1:8

HOME 192 TB NFS

PFS – 
Workspaces

192 TB Lustre

Block storage 480 TB (local mount via RDMA)

Special feature NVIDIA K6000

Selected characteristics:

Dedicated to computational chemistry
High I/O, large MEM jobs

User and software support by bwHPC competence 
center
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bwForCluster JUSTUS 

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to computational chemistry
High I/O, large MEM jobs

User and software support by bwHPC competence 
center



bwHPC: Hardware and Storage Architecture / P. Weisbrod06/12/2016 9

bwForCluster MLS&WISO

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to molecular life science, economics and 
social science + cluster for method development

User and software support by bwHPC competence 
center
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bwForCluster MLS&WISO

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to molecular life science, economics and 
social science

+ cluster for method development

User and software support by bwHPC competence 
center
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bwForCluster NEMO

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to neuro science, elementary particle 
physics, micro systems engineering

Virtual machine images deployable

User and software support by bwHPC competence 
center
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bwForCluster NEMO

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to neuro science, elementary particle 
physics, micro systems engineering

Virtual machine images deployable

User and software support by bwHPC competence 
center
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bwForCluster BinAC

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to astrophysics, bioinformatics
Dual GPU systems

User and software support by bwHPC competence 
center
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bwForCluster BinAC

Federated HPC tier 3 resources

Selected characteristics:

Dedicated to astrophysics, bioinformatics
Dual GPU systems

User and software support by bwHPC competence 
center
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ForHLR I 

Federated HPC tier 2 resources

Selected characteristics:

Next level for advanced HPC users

Research, high scalability

Thin Fat

# nodes 512 16

Core/node 20 32

Processor 2.5 GHz (Sandy Br.) 2.6 GHz (Sandy Br.)

Main Mem 64 GiB 512 GiB

Local Storage 2 TB HDD 8 TB HDD

Interconnect InfiniBand 4x FDR

Blocking Non-blocking

PFS – HOME 427 TB Lustre

PFS – Workspaces PROJECT 427 TB Lustre, WORK/workspace 853 TB Lustre
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ForHLR I 

Federated HPC tier 2 resources

Selected characteristics:

Next level for advanced HPC users

Research, high scalability
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ForHLR II 

Federated HPC tier 2 resources

Selected characteristics:

Next level for advanced HPC users

Research, high scalability

Thin Fat

# nodes 1152 21

Core/node 20 48

Processor 2.6 GHz (Haswell) 2.1 GHz (Haswell)

Main Mem 64 GiB 1024 GiB

Local Storage 480 GB SSD 3840 GB SSD

Interconnect InfiniBand 4x FDR

Blocking Non-blocking

Graphic cards 4 NVIDIA GeForce GTX980 Ti

PFS – HOME 469 TB Lustre

PFS – Workspaces PROJECT 610 TB Lustre, WORK 1220 TB Lustre, workspace 3050 TB Lustre
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ForHLR II 

Federated HPC tier 2 resources

Selected characteristics:

Next level for advanced HPC users

Research, high scalability
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Thank you for your attention!

Questions?
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