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Background
Member of CMS collaboration and VISPA team 

Data MC
Events 500 million 300 million
Files 40 k 30 k
File Size 140 TB 100 TB

Motivation
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• tt̄H is the channel that can measure the Higgs to top quark coupling.

• tt̄bb̄ is the main irreducible background for tt̄H searches. 

• tt̄jj is the reducible background faking b-jets.

• H→bb̄ mass is difficult to reconstruct due to b-jet identification problem. 

• bb̄ pair can be chosen incorrectly.

• We should be able to see the deviation with respect to the tt̄bb̄ process.

• Good test if the new boson is indeed the SM higgs.
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HTTP(S) / WS(S)

Architecture

RPC over SSH

Client 
➢ JavaScript/HTML

➢ Standard web browser

➢ Latest web technologies

→ AMD/RequireJS, WebGL,        

WebSockets, Bootstrap

VISPA Server 
➢ Python

➢ Dispatches resources

➢ Provides extensions

➢ Code open-source

Workspaces 
➢ Any unix machine with Python

➢ Created by user via GUI

➢ Authentication with user login

→ Transparent access and 

permissions

Permission System

Extensions

➢ Extensions define particular permissions

➢ Sets of permissions bundled into custom 

roles

➢ Roles are assigned to individual users or 

groups

➢ Groups can be nested

➢ ROOT file browser, 
interactive visualization


➢ Embedded JSROOT  
within thin code layer


➢ Benefits from dynamic 
resources (Workspaces)

Analysis Designer

➢ Event-by-event data flow 
through chain


➢ Reusable C++ and Python 
modules


➢ Based on Physics 
eXtension Library (PXL)

➢ Interactive browsing of 
HEP event content


➢ Multiple data formats 
possible (e.g. LHE)


➢ Based on Physics 
eXtension Library (PXL)

Data Browser JSROOT

also: FileBrowser, CodeEditor, Terminal, JobDashboard, …

Project: Homework Extension

Permission: hand in assign grades manage 
course

Student ✔ ✗ ✗

Tutor ✗ ✔ ✗

Manager ✗ ✔ ✔
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Landscape of HEP Analyses
• Increasing scale and complexity
• Undocumented dependencies between 

workloads, only exist in the physicist’s head
• Bookkeeping of data, revisions, …
• Manual execution / steering of jobs
• Error-prone & time-consuming

→ Analysis workflow management essential for future measurements
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Figure 1: Scale and complexity as specification measures for physics analyses and their impact
on the choice of structural conception.

large scale, this management task is not only time-consuming for the operating physicist, but, in
contrast to automated approaches, also represents a risk for errors, e.g., the loss of information
on the interplay between particular workloads. In fact, in certain cases the reproducibility of
physics results might not be guaranteed.

We present a design pattern for physics analyses conception that copes with the challenges
posed by scale and complexity. Development and testing took place alongside a tt̄H cross section
measurement with proton-proton collision data recorded by the CMS detector at the LHC [1].
Therefore, both its usability and suitability could be demonstrated in a thorough context. Its
core is based on the pipelining package Luigi [2] which provides guidance on structuring arbitrary
workloads (section 2). Scalability on HEP infrastructure is ensured by introducing common
interfaces to remote computing facilities (section 3) and distributed storage systems (section
4). Furthermore, the portability of software and computing environments via sandboxing is
discussed (section 5).

2. Luigi

Luigi is a Python module that helps users to “build complex pipelines of batch jobs, handle
dependency resolution, and create visualizations to help manage multiple workflows” [3]. The
execution model is based on targets and follows a make-like approach as it only computes what
is really necessary in order to produce the output of a requested workload. While its initial
development started at Spotify, it was made open-source in 2012, and is now a community-
driven project with numerous contributors.

2.1. Building Blocks

Conceptually, Luigi’s core functionality is divided into five distinct components represented
by classes: Task, Target, Parameter, Worker, and Scheduler. Their implementation is
both lightweight and extensible, enabling users to model arbitrary workflows. A task is the
representation of an atomic workload unit that constitute a workflow. They can require one or
more other tasks to denote a directional dependency. The common interface between dependent
tasks is accomplished via targets, i.e., containers for arbitrary data such as file paths, database
entries, or meta information. Tasks define their output as a collection of targets that should be
generated at run time as part of their actual payload. Parameters can alter the default behavior
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Wishlist
• Reproducible intermediate and final results 
• Adaptable, e.g. during review process, new recipes 
• Collaborative development and processing 
• Arbitrary programming language 

• make-like distributed execution 

• Opportunistic: run and storage locations 
• Automatisation: bookkeeping, data retrieval, dependency resolution, etc. 

• Steering in Python
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Abstraction:  
Particle Physics Analysis

• Workflow comprises smaller workloads 
• Workloads related to each other by 

common interface 
• Computing resources 

• Run location (CPU, GPU, grid, …) 
• Storage location                         

(local, dCache, eos, …) 
• Software environment

→ Large overlap with Workflow Management Solutions

Selection

Reconstruction

MVA Split

MVA MVA Evaluation

Inference

MVA Training

Weights

GPU
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Alternative 
Shower

Alternative 
Generator

Existing Workflows:  
MC Production

• Workflows are static, one-dimensional, recurring 
• Homogeneous software requirements 
• Special infrastructures: Databases, storage, workload management 

system

Event 
Generator

Parton  
Shower

Detector 
Simulation Digitalisation Event 

Reconstruction

→ Static workflows not flexible enough for user analyses
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Two Approaches
Report Based 
• Tailored for HEP from scratch 
• Store report file for each 

execution, evaluate reports of 
predecessors 

• Should perform well if storage 
is slow 

7

Target Based 
• Which community tools can 

be adopted? 
• Check for output target of 

predecessors bevor execution 
• Should reduce complexity if 

storage is fast 



Report Based Approach

Scheduler Run Location

Binary  
Storage  
Location

Data  
Storage  
Location

Metadata  
Storage  
Location

on-demand 

data retrieval

pre-compiled 
software packages

task  
reports

step 1
step ...
step n

user

one  
step

command  
line  
interface

tasks

Python analysis config

task  
reports
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Real Workflow

ttbb  
cross section  
measurement
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mu_data_das

e_data_das

pu_calc

mu_syst_bdt_plot_scale

mu_syst_bdt_plot_matching

mu_syst_bdt_plot_mistag

mu_syst_bdt_plot_jer

mu_syst_bdt_plot_jes

mu_syst_bdt_plot_pdf

mu_bdt_plot_output

mu_bdt_roc

mu_qcd_stack

mu_qcd_comparison

mu_bdt_roc_plot

sfb_plot_control
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Run Location

Binary  
Storage  
Location

Data  
Storage  
Location

on-demand 

data retrieval

pre-compiled 
software packages

Task 1
Task ...
Task n

user

one  
Task

command  
line  
interface

tasks

Python analysis config

file target exists?

• Luigi: Package for building complex pipelines 
• Initially developed at Spotify, now open-source

Target Based Approach

11



Robert Fischer

Luigi Execution Model
• Execution is make-like  

• Trigger one task 

1. Create dependency 
tree 

2. Walk down the tree 

3. Run incomplete tasks 
in n workers

triggered task

required task

dependency
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Software:  
Environments and Sandboxes
• Opportunistic 

Define environments using existing software on run location 

(dynamic .bashrc) 
• Pro-active 

Build and install user software (locally or on run location) 
• Sandboxing 

Coherent isolated environment 
• Future 

• Docker / containers 
• Lightweight virtual machines

13
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Achievements
• Both approaches proofed with real data analyses

ttbb and ttH cross section measurements

• Toolbox providing building blocks for analyses, not a software framework

→ Design pattern

• All inputs and parameters transparently encoded

→ Reproducibility

• make-like execution across distributed resources demonstrated

→ Reduces overhead

→ Focus on physics

Changed paradigm from Executing to Defining Analysis

14
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Collaboration

→ Actually work on same analysis across groups
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Files / Data • Histograms 
• Tuples
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Shared Workflow • Same code 
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• DPHEP: Tools and best practices for "adding value" to data 

• HEPData: open-access repository for scattering data from 
experimental particle physics

Analysis Preservation

https://hep-project-dphep-portal.web.cern.ch

16

https://hepdata.net

https://hep-project-dphep-portal.web.cern.ch
https://hepdata.net
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Conclusions
• Trend to larger, more complex 

analyses continues 

• Workflow systems help to manage 
analyses 

• Additional benefits 

• Foster collaboration among 
analysts 

• Gateway to analysis preservation
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Computing 
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Good scripts
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Figure 1: Scale and complexity as specification measures for physics analyses and their impact
on the choice of structural conception.

large scale, this management task is not only time-consuming for the operating physicist, but, in
contrast to automated approaches, also represents a risk for errors, e.g., the loss of information
on the interplay between particular workloads. In fact, in certain cases the reproducibility of
physics results might not be guaranteed.

We present a design pattern for physics analyses conception that copes with the challenges
posed by scale and complexity. Development and testing took place alongside a tt̄H cross section
measurement with proton-proton collision data recorded by the CMS detector at the LHC [1].
Therefore, both its usability and suitability could be demonstrated in a thorough context. Its
core is based on the pipelining package Luigi [2] which provides guidance on structuring arbitrary
workloads (section 2). Scalability on HEP infrastructure is ensured by introducing common
interfaces to remote computing facilities (section 3) and distributed storage systems (section
4). Furthermore, the portability of software and computing environments via sandboxing is
discussed (section 5).

2. Luigi

Luigi is a Python module that helps users to “build complex pipelines of batch jobs, handle
dependency resolution, and create visualizations to help manage multiple workflows” [3]. The
execution model is based on targets and follows a make-like approach as it only computes what
is really necessary in order to produce the output of a requested workload. While its initial
development started at Spotify, it was made open-source in 2012, and is now a community-
driven project with numerous contributors.

2.1. Building Blocks

Conceptually, Luigi’s core functionality is divided into five distinct components represented
by classes: Task, Target, Parameter, Worker, and Scheduler. Their implementation is
both lightweight and extensible, enabling users to model arbitrary workflows. A task is the
representation of an atomic workload unit that constitute a workflow. They can require one or
more other tasks to denote a directional dependency. The common interface between dependent
tasks is accomplished via targets, i.e., containers for arbitrary data such as file paths, database
entries, or meta information. Tasks define their output as a collection of targets that should be
generated at run time as part of their actual payload. Parameters can alter the default behavior



Robert Fischer 18



Robert Fischer

Example Application:  
ttH Analysis

• Large-scale: 

• ~50k files, ~50 TB of storage, ~1k unique tasks 
• Complex: 

• ~40 systematic variations, DNNs/BDTs/MEM, multiple 
categorization schemes 

• Run locations: 

• 7 CEs, local machines, GPU machines 
• Storage locations: 

• 2 SEs (dCache), local disk, Dropbox, CERNBox 
• Aware of entire workflow at all times, fast dev.                                           
• Clear allocation of duties in group 
• Entire analysis operable by everyone at all times

→ Successful proof of usability & suitability

19
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Example Tree
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21 Luigi in a Nutshell

> python reco.py Reconstruction --dataset ttJets


