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Why bigger data?
What do we want: 

Higher sensitivity 

Higher time resolution 

Higher spatial resolution 

Wider fields of view 
(FoV) 

Higher efficiency

Smaller dishes

Rawer data

Bandwidth

Bigger dishes
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Why bigger data?

Rawer data

Bandwidth

Many small dishes: 
Small D - Large N

High data rate 
streams

O(N2) processing

Large storage  
requirements

What happens when you take this to the extreme?





SKA Phase 1 Overview
SKA1 Low SKA1 Mid 

Wide-FoV “software” telescopes 

Capable of performing multiple projects simultaneously 

International mega-science project (10+ member states)



Australia (DoI&S) 
Canada (NRC-HIA) 
China (MOST) 
India (DAE) 
Italy (INAF) 
Netherlands (NWO) 
New Zealand (MED) 
South Africa (DST) 
Sweden (Chalmers) 
UK (STFC)

Interested 
Countries: 
• France 
• Germany 
• Japan 
• Korea 
• Malta 
• Portugal 
• Spain 
• Switzerland 
• USA 

Contacts: 
• Mexico 
• Brazil 
• Ireland 
• Russia

Phil Diamond Jan 2017

SKA Organisation: 10 countries, more to join



SKA Science Goals
Challenging Einstein

Galaxy Evolution, Cosmology and Dark Energy

Cosmic Magnetism

Cosmic Dawn

Cradle of Life

Continuum Surveys

Radio Transients



SKA1 Mid overview
~200, 13.5-m dishes 

350 MHz — 14 GHz 

2.5 GHz instantaneous bandwidth 

Compared to JVLA: 

4x better resolution 

5x more sensitivity 

60x faster survey speed



SKA1 Low overview
131,072 dipole antennas            
(512 stations) 

50 — 350 MHz 

300 MHz instantaneous bandwidth 

Compared to LOFAR: 

25% better resolution 

8x more sensitivity 

125x faster survey speed



Big data challenges for the SKA

Telescope scheduling  
and process automation

High-volume/velocity/dimensionality 
real-time processing

Imaging and  
post-processing

Data storage and  
distribution



SKA1 Mid signal processing

16 Tb/s

High-volume/velocity/dimensionality 
real-time processing

80 Gb/s

80 Gb/s

80 Gb/s

+197 more

digitise



SKA1 Mid signal processing
High-volume/velocity/dimensionality 

real-time processing

Oversampling  
PFB

Critical 
 PFB 16 Tb/s

18 Tb/s VLBI Beamformer

Pulsar Timing  
Beamformer

Correlator

Pulsar Search  
Beamformer

CBF

16 Tb/s



SKA1 Mid signal processing
High-volume/velocity/dimensionality 

real-time processing

VLBI Beamformer

Pulsar Timing  
Beamformer

Correlator

Pulsar Search  
Beamformer

CBF

Pulsar Timing  
Engine

Pulsar Search  
Engine

Requires 10 PFlops/s
1500 beams

16 beams
H P157 



SKA1 Mid signal processing
High-volume/velocity/dimensionality 

real-time processing

Where’s the challenge?

Located in Karoo desert — logistically difficult 

Power cap ~700 kW 

Requires upwards of 15 PFlops/s 

Solution - Hybrid FGPA / GPU compute units



Telescope automation
Telescope scheduling  

and process automation

Each telescope supports up to 16 subarrays 

Multiple projects run simultaneously 

Each project provides constraints: 

Sensitivity 

Frequency band 

Source position and epoch 

Further constraints imposed by: 

Weather 

Transient interferences sources (satellites, 
aircraft, etc.) 

Constraint programming?

?

Combinatorial optimisation  
problem:

Ant Colony optimisation?



Imaging & post-processing

Cred. SDP, Anna Scaife

Imaging and  
post-processing



Imaging & post-processing
Imaging and  

post-processing

SDP performs wide variety of tasks: 

Imaging 

Real-time calibration 

Pulsar search candidate classification 

Pulsar timing data reduction 

Where’s the challenge? 

Imaging requires 200-300 PFlops/s!!! 

100 PB deep buffers (sustained 30 TB/s IO rate) 

Power cap of 14 MW

Most challenging

Least challenging



Pulsar candidate classification
Imaging and  

post-processing

SKA1 Mid: 3000 candidates per second 
56 billion per survey 

Expect 15,000 to be “real” signals

Fr
eq

ue
nc

y

Time

Pulse phase



Pulsar candidate classification
Imaging and  

post-processing

GH-FDT 
Lyon et al. (2016)

PICS 
Zhu et al. (2013)

SPINN 
Morello et al. (2014)



Data storage & distribution
Data storage and  

distribution

RSA

AUS

10-yr storage requirement for continuum 
survey of 5 EB 

High-speed international networks required 
to support data transfers to regional centres 

Regional centres provide support to local 
scientists 

This is (mostly) where the science will come 
from 

Data formats must be standardised (and 
self describing): FITS, HDF5, JSON, BSON, 
etc.



Custom Experiments

Particle detector co-location 

High-dynamic range deep 
transient buffers on each 
dipole (or subset of dipoles) 

Near-field imaging and 
beamforming 

Order arcsecond resolution

Real-time search for nano-second scale 
radio bursts 

Similar to standard transient detection 
pipelines 

…“trivially” implemented in existing SKA 
hardware 

Synthesis filterbanks allow us to go 
back to Nyqvist sampling after beam 
forming



Custom Experiments
Various custom experiment policies under 
discussion 

Simplest: Swappable processing pipelines 
on generic hardware! 

Docker is your friend…

Pulsar Timing  
Engine



Precursor Instruments
MeerKAT

ASKAP
LOFAR UTMOST

HERA

MWA



MeerKAT

Number of antennas 64 offset Gregorian 

Dish diameter 13.5 m

Minimum baseline 29 m

Maximum baseline 8 km 

Frequency bands (receivers) 0.58 – 1.015 GHz  
0.9 – 1.67 GHz  
8 – 14.5 GHz 

Continuum imaging dynamic range at 1.4 
GHz

50 dB

Line-to-line dynamic range at 1.4 GHz 43 dB

Mosaicing imaging dynamic range at 14 
GHz

27 dB

Linear polarisation cross coupling across 
-3 dB beam 

-30 dB

Sensitivity (0.58 – 1.67GHz) 220 m2/K















S-band receiver 
1.75 - 3.50 GHz

FBFUSE 
400-beam beamformer

TUSE 
Fast transient search 

APSUSE 
Binary pulsar search



Science goals
Fast Radio Bursts: 

Emission properties 

Localisation 

Multimessenger studies: 
Optical, gamma-ray, neutrino, 
etc. 

Binary pulsars: 

Test GR in the quasi-stationary 
strong-field regime. 

Testing SEP violation 

Testing alternate theories of 
gravity (e.g. TeVeS)



Storage ComputeInternal
switch

Leaf

8 x 40 GbE

APSUSE Head node

Compute

Leaf x 4

FBFUSEHead node

Compute Compute Compute

16x40GbE 16x40GbE 16x40GbE 16x40GbE

Internal
switch

Compute

TUSE

Compute Compute Compute
Internal
switch

Leaf

8 x 40 GbE

Head node

F-engine

~172 Gb/s

 ~172 Gb/s
~1.8 Tb/s

Beamformer 
32-nodes 

2x Titan X (pascal) 
2x 40 GbE NIC 
512 GB RAM

Antenna data

Fast transient Search 
66-nodes 

2x GTX 1080

Pulsar Search 
44-nodes 

4x GTX 1080 
2.2 PB BeeGFS

Capture



DP?A performance

For complex data requires byte-wise transpose  

For beamforming and correlation (complex 
multiply add) gives phenomenal performance: 

Without dp4a: 4.1 Tflops 

With dp4a: 15.7 Tops

Available 
on: 

GP102 

GP104 

GP106

85% perf. @ 50% power



S-band system deployment

Tendering process 
begins (Feb ’17)

Prototypes in SA  
(Feb ‘17)

First receivers   
(Jul ‘17)

Development 
complete  
(Sept ‘17)

Full cluster 
deployment  

(Dec ‘17)

Full operation with 
MeerKAT integration 

(March ‘18)



Summary
Many big data challenges for SKA and its precursors: 

High processing loads 

High data throughput 

Complex scheduling 

Enormous storage requirements 

Multiple projects are currently ongoing trying to de-risk these issues 

Lots of fantastic science expected 

 Great opportunity to hunt for the unknown unknowns!


