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Personal Vita 

1982-1991 DESY (PLUTO, CELLO at PETRA) 
1991-1997 CERN (DELPHI at LEP) 
since 1997 Professor at Univ. Karlsruhe (now KIT) 
since 1997 CDF II at Fermilab / DELPHI at LEP / (CMS at LHC) 
since 2008 Belle, Belle II at KEK  
 
1999/2000 invention of NeuroBayes algorithm 
2002 foundation of Phi-T 
2008 foundation of Blue Yonder,  
with offices in Karlsruhe, Hamburg, London, Dallas  
 

Personal Vita 



Combination of Big Data with Data Science, 

Machine-Learning and Artificial 

Intelligence, to reinvent and revolutionalize 

business processes.  Basis: CERN
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Blue Yonder =  
Digital innovation / disruption  
from Germany, originating from HEP

Digitalisation: 
Value through data and (scientific) software
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- Marc Andreessen, Silicon Valley Wunderkind

„Software Eats the World“ 
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now: AI Eats the World



Mehr als nur Google 

Die Meute ist unterwegs 
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2 main branches in AI: 
„brute force silicon“  
Machines learn, what humans can do easily (see, understand , 
drive a car). Moore’s law + deep neural networks 

intelligent algorithms 
Construction applying domain knowledge for concrete problem 
settings, optimized and adapt 
ed by Machine Learning on the basis of observed or simulated data. 
Machines become better than the best human experts



Artificial Intelligence I  
Machines learn, what humans can do easily:  e.g. image recognition  

helps to improve human-machine communication  and automation. 

Deep neural networks (deep learning) 

Google invested > 1 bn $ CPU time into training of such neuronal networks.  
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Artificial Intelligence II: 
Invent intelligent algorithms that are able to optimize 
very complex action chains. 

Deep neural networks + 
reinforcement learning: 

alpha-go: 

beats the  „go“- world champion, 
learned (also) by playing against itself 
to develop superhuman performance. 
Develops sort of  „gut feeling“, cannot calculate all possibilities. 

10



0%
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Important personal and professional 
decisions:   
“gut feeling“



99%
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Operational decisions e.g. in retail: 
Automatic data driven decisions by 
Artificial Intelligence  



Repeated decisions 

Order ? 

Price ? 

Catalog?  
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do nothing 

business rules  

think
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Human brain: 

(1)   fast, intuitive  

(2)   slow, rational 
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Human decision making: 

biases, biases  
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Predictive Analytics 

Prescriptive Analytics 

= Disciplines of 
machine learning ML / 
artificial intelligence AI
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•  data  
•  predictions  
•  cost/utility  
•  optimisation  
•  automation 
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When predictive analytics?When Predictive Analytics? 
 

Lottery 
(purely random) 

Pendulum 
(completely 
deterministic) 

0% 

100% Predictive Analytics 

individual predictability Lottery 
(purely random) 

Pendulum 
(deterministic)

individual predictability
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Many influencing factors… 

Day of the week 

Weather Individual customer promos 

Promotion rules 

Competitor price 

Local competitor 

Competitive articles 

Print/online promotions 

TV ads 

Vendor/retailer promotions 

Local holidays 

Seasonality 

Brand 

Weather forecast 

Price 

Coupon promotions 



Items Stores Days
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on many individual events
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t 

σ 

< N > 

Nmax 

N0.95 N0.05 

f(t|x)

< N > 

STANDARD / LEGACY APPROACH BLUE YONDER APPROACH 

Prediction is complete conditional probability density 
function pdf 
allows risk management 
contains all information 

Prediction is a number (no uncertainty measure)

Predictive Analytics
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Prescriptive Analytics 
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 Recipe 
 

order 8 
optimisation 

decide optimally, given KPI 

  



We can improve mutually exclusive global 
goals simultaneously (portfolio theory)
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Many predictions / optimisations / recipes —> automate!
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Influence of automation
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OOS rate in German supermarket chain  
at constant overall stock level and waste rate 
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• Automation 

• Write-offs / Waste 

• Freshness 

• Capital 

• out-of-stock 

• Turnover 

• Efficiency

AI-Supply Chain in Retail

       99%



Effect of price on demand

Day of the weekWeather

Promotion rules

Competitor price

Local competitor

Competitive articles

TV ads

Vendor/retailer promotions

Local holidays

Seasonality

Coupon promotions

Weather forecast

Price

Print/online promotions

Brand

Individual customer promos

Customer Demand

Reconstruct conditional 
 price elasticity curve D(p|X) 
(needs causality,  
correlation not enough)
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• Automation 
• market share 
• turnover 
• raw profit 
• customers / new customers 
• returns 
• complaints 
• rests at end of season

AI-pricing in retail

99%

0
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»For every complex problem 
there is an answer that is clear, 
simple, and wrong.« 
 
H.L. Mencken

CAUSALITY and CORRELATION 
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Ziele f(t|x) Beispiele Prinzip Funktion Konkurrenz Forschung Spiel Idee NeuroBayes A B 
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Hintergrund Anwendung Beispiel Projekt l Projekt ll Historie Ablauf Start Idee Summary A 

Prof. Dr. M. Feindt   NeuroBayes®/ Anwendungen bei Gewährleistungen 

NeuroBayes 

Very clear signal enrichment of 
the X(3872) (discovered 2004) 
by NeuroBayes 
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NeuroBayes Bs to J/ψ Φ selection without MC  
(2 stage background subtraction training process) 

soft preselection,  
input to first  
NeuroBayes training 

soft cut on net 1,  
input to second  
NeuroBayes training 

cut on net 2  

all data  
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Exploiting S/B information more efficiently : The sPlot-method  
 

Fit data signal and background  
in one distribution (e.g. mass). 
Compute sPlot weights ws for  
signal (may be <0 or >1)  as  
function of mass from fit. 
 
Train NeuroBayes network 
with each event treated both   
as signal with signal weight wS and  
as background with weight 1-wS.  
   Soft cut on output enriches S/B considerably: 
Make sure network cannot learn mass! 
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Some NeuroBayes highlights:        Bs oscillations 
Discovery of excited Bs states 

X(3872) properties  
Single top quark production discovery 

High mass Higgs exclusion 
…                  
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More than 200 Ph.D. theses and many 
publications …  

from experiments DELPHI, CDF II, AMS, CMS ATLAS, LHCb and 
Belle used NeuroBayes® or predecessors very successfully.  
 
 
Many of these can be found at  
www.neurobayes.de 
 
 
Talks about NeuroBayes® and applications: 
www-ekp.physik.uni-karlsruhe.de/~feindt  à Forschung 
 
 

Michael Feindt      PSI Colloquium    Apr 10, 2014 



37

NeuroBayes example: The LHCb trigger  
very fast intelligent decisions with NeuroBayes 

At the LHC (CERN) – per experiment:  
40 000 000 events per second, which translates into  
1 PetaByte (1,000,000,000,000,000 Byte)  
 per second raw data  

At the LHCb experiment 
30 000 instances of NeuroBayes running 
real-time 24/7 filter out the „interesting“ 
events without introducing lifetime bias 

Photo: CERN  

But only 1 PB of interesting data per 
year can be stored. 
 
Need online reduction by  
1 : 10,000,000 

Michael Feindt      PSI Colloquium    Apr 10, 2014 
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Prescriptive analytics even automates                              
the work of 400 world-class research physicists:   
                                              improvement > +100% 

Photo: CERN  

 
Ø Work by “Artificial Intelligence” and 

3 PhD students  

Ø  Corresponds to 500 “normal”  PhD 
theses 

 
Ø  Corresponds to another 10 years of 

data taking (costs 700 M€) 
 

Meta-Analysis: What does a scientist do in the analysis of data from particle 
collider experiment? 
àAutomatic hierarchical reconstruction system with 72 NeuroBayes-networks 
rekonstructs1100 different reactions  with a factor 2 better  efficiency relative to 
all analyses performed during 10 years by world-wide 400 physicists together! 

Belle II:  factor 4,  
full event interpretation ready to run directly at data taking (Th. Keck et al.)
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• CERN: about 30.000 computers in parallel reduce data by about        
1/100 million  

• Next generation particle collider in Japan: so much data that it cannot be 
read out and distributed on computers any more.

Solution:
• Implement Blue Yonder NeuroBayes decision algorithm on a chip 

• Implement one such chip per sensor hardware module 

• Chip decides which part of the detector is read out.  

• World record: 8 billion decisions per second achieved. 

Predictive applications on a chip  
blue yonder &  KIT

Use case: Belle II pixel detector at KEK particle collider
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Neural networks 
 
 
The NeuroBayes classification core 
is based on a simple feed forward  
neural network. 
The information (the knowledge, the  
expertise) is coded in the connections 
between the neurons. 
 
Each neuron performs fuzzy decisions. 
 
A neural network can learn from 
examples. Supervised machine learning. 
 
Human brain: about 100 billion   ( 1011  ) neurons 
                      about 100 trillion  ( 1014 )  connections 
NeuroBayes  : 10 to few 100 neurons 
  
 

Michael Feindt      PSI Colloquium    Apr 10, 2014 
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Neural Network  
 
basic functions 

Michael Feindt      PSI Colloquium    Apr 10, 2014 
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Neural network transfer functions 

Michael Feindt      PSI Colloquium    Apr 10, 2014 
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Deep (and broad) architecture  
Convolutional layers, shared weights (e.g. imagenet) 

GPU speedup typical 1GPU = 16 times faster than 20 CPU  
Still very time consuming. (Bosch example: predict with 19 Hz)  
  à more specialized hardware? TPU, FPGA  
Parallelisation in gradient calculation. 
Synchronous and asynchronuous data parallelization possible      
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Deep neural network: 
Hope that it learns feature engineering. 
In fact: it does. (It can do if you succeed to train well) 
For the price of massively increased training computing time. 
 
 
Our experience in physics research:  
Not better than the features we designed with our large 
experience. But also not worse.  
You exchange one kind of expertise with another.  
 
Neural network learning is usually starting from scratch for each 
problem . Human: One network for all problems. Transfer learning. 
Optimum: combine goodies of both to achieve best performance.  
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relu nonlinearity instead of sigmoid or RBF 
(or elu, maxout,...  ) 

Minibatch training 
ADAM optimizer  
 
 
Dropout regularisation,   
L1/L2 weight decay  regularisation 
Preprocessing 
batch normalisation (= preprocessing in each layer) 
 

History: 
Deep learning very difficult 

One layer after the other 
Non-linear dimension reduction by  
Boltzmann machines (unsupervised 

training between supervised 
iterations) 



Physics:  
Learn mainly from Monte Carlo simulation. 

Economy:  
Learn behavior of complex systems from historical data.  
No „Standard Model“ available.  
No proof that relations stay constant in time. 

Automated science with very high SLA and quality requirements. 
Language python (numpy, cython). 
Trivial parallelization often possible by clustering, but not optimal.  
DASK for parallel and out-of-core computing (lazy programming model). 



Prof. Dr. Michael Feindt 
@M_Feindt 
michael.feindt@blue-yonder.com 
www.blue-yonder.com 
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