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Involvement in RL Interested in ...
* PhD project developing RL solutions to various accelerators * RL for tuning and as a feedback on complex real-world systems
» Transverse beam parameter tuning at ARES » SimZreal transfer
* Multi-agent RL-based beam threading at ARES (ongoing) * Reward design
* Beam dump loss and temperature feedback at European » Observation design (including feature engineering)
XFEL (ongoing)

* FEL intensity tuning and LCLS (ongoing)
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Transverse Beam Tuning at ARES

Successfully deploying RL to an accelerator with zero-shot learning Algorithm
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Transverse Beam Tuning at ARES
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+ Autonomously achieve tune in less than 5 minutes what takes human ! o
operators over 20 minutes o (o
» Deployed application for using RL agent in production b (@) Mo steps
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