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“Superhuman” AI Systems
Game GO Image classification

Traffic sign 
recognitionTexas Hold’em Poker

Computer games Drone controlJeopardy
Lung cancer 

detection
Skin cancer 

detection

IQ Test
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Can we trust these black boxes ? 
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Why Interpretability ?
1. Verify that system works as expected 
—> wrong decisions can be harmful (e.g. medical domain)

2. Understand weaknesses of the system 
—> detect biases, bring in human intuition, improve system

3. Learn from the AI system 
—> “I've never seen a human play this move.” (Fan Hui)

4. Apply AI to the sciences 
—> the “why” often more important than the prediction.

5. Legal aspects 
—> “right to explanation”, retain human decision …

More information: 
(Samek et al., ITU 
Journal, 2017)
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Opening the black box

“rooster”

We developed a general method to explain 
individual classification decisions.

Main idea: 

Layer-wise Relevance Propagation (LRP)
(Bach et al., PLOS ONE, 2015)

“measure how much each pixel contributes 
to the overall prediction”
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Opening the black box
Classification

cat

rooster

dog

What makes this image a “rooster image” ? 
Idea: Redistribute the evidence for class  
          rooster back to image space.
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Theoretical interpretation 
Deep Taylor Decomposition 

(Montavon et al., 2017)

Opening the black box
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Opening the black box

Explanation

cat

rooster

dog
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Explanation by Decomposition

More information  
(Montavon et al., 2017 & 2018)
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Explanation by Decomposition

More information  
(Montavon et al., 2017 & 2018)

“Naive” Taylor decomposition of neural network does not give satisfactory results.
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Explanation by Decomposition
Idea: Since neural network is 
composed of simple 
functions, we propose a 
deep Taylor decomposition.

More information  
(Montavon et al., 2017 & 2018)
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Explanation by Decomposition
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Explanation by Decomposition

More information  
(Montavon et al., 2017 & 2018)
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LRP / Deep Taylor distinguishes between positive and negative relevance.

Explanation by Decomposition
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Measuring Quality of Explanations
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Measuring Quality of Explanations
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Measuring Quality of Explanations
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Application: Compare Classifiers

Two classifiers
- similar classification accuracy on horse class 
- but do they solve the problem similarly ?
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Application: Compare Classifiers

(Lapuschkin et al., 2016)
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Application: Compare Classifiers
20 Newsgroups data set

word2vec / CNN model:    80.19%
Test set performance

same performance —> same strategy ?

BoW/SVM model:              80.10%
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Application: Compare Classifiers

word2vec/CNN:

identifies semantically


meaningful words

BoW/SVM:

identifies statistical


patterns (word statistics)

(Arras et al., 2016)
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Application: Context Use

classifier

how important
is context ?

how important
is context ?

relevance outside bbox

relevance inside bbox
importance 
of context =
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Application: Context Use

(Lapuschkin et al., 2016)
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Context use anti-
correlated with 
performance.

Application: Context Use

(Lapuschkin et al., 2016)
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Application: Recurrent Networks

movie review: 

++, —

Negative sentiment

(Arras et al., 2017)
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Application: Face Analysis

Why image classified as woman ?

- eyes, hair

Why image classified as man ?

- beard, larger chin

(Lapuschkin et al., 2017)
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Application: Face Analysis

Why image classified as young ?

- smile

Why image classified as old ?

- eyes, wrinkles

(Lapuschkin et al., 2017)
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Application: Face Analysis

real

person

real

person

fake

person

fake persons have different eyes

(Seibold et al., 2017)



Wojciech Samek: Making Deep Neural Networks Transparent

Application: Video Analysis
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Application: Machines Playing Games
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Application: Biomedical Engineering

DNN

explain

LRP

Brain-Computer Interfacing

(Sturm et al., 2016)
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Application: Biomedical Engineering
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Summary
In many problems interpretability as important as prediction
(trusting a black-box system may not be an option).

Use in practice
- verify predictions, detect biases and flaws, debug models
- compare and select architectures, understand and improve models
- extract additional information, perform further tasks

We have a powerful, mathematically well-founded method to explain individual 
predictions of complex machine learning models.

Many other challenges exist …
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Thank you for your attention
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For more information, check out: 
Montavon et al. “Methods for Interpreting 
and Understanding Deep Neural Networks”

Digital Signal Processing, 73:1-15, 2018
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