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• high-lumi LHC will require 60x 
more CPU resources than 
2016 LHC

why progress?

• CPU performance growth has hit the wall

• factor 10 in resources missing to run HL-LHC
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new technologies are emerging and have great success: 
• parallel computing

• deep machine learning

• virtualisation

• …


are we (astro/particle physicists) “leading” the developments just as 
20 years ago?  
• it is now a multi billion EUR industry (google, facebook, amazon)

• we should not be simple customers!

• it’s our job too, to define the field 

 

what is the optimal strategy for our community to benefit? 
• workshops like today!

• more workshops?

• a major cross-community strategy?

more to consider
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facing all this, we need cross-community effort to  
• bundle resources

• do lobbying at funding agencies

• create a common strategy and long-term planning

• develop educational programs

• develop experiment-independent solutions and projects

our resources are 
largely dedicated to 
physics research

at the same time we 
need to hugely invest 
into software/computing

more to consider
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all these considerations condensed into a  
cross-community project plan:

the plan

submitted to BMBF 
October 2017
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A: developments for the use of heterogeneous computing resources 

B: application and test of virtualised software components 

C: deep learning 

D: event reconstruction: cost- and energy efficient use of computing resources

four main work areas
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• opportunistic resources (free capacities on HPC centers)
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C1: sensor-level data

• explore usability of deep learning methods at sensor level: 
• filtering of signals, noise suppression

• large applicability: calorimeter cells, tracker hits, radio signals, photo 

sensors 

• time-dependent signals: 

• often not fully exploited

• extract information hidden in sequence of signal development 
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C1: sensor-level data

• explore usability of deep learning methods at sensor level: 
• filtering of signals, noise suppression

• large applicability: calorimeter cells, tracker hits, radio signals, photo 

sensors 

• time-dependent signals: 

• often not fully exploited

• extract information hidden in sequence of signal development 

• concrete project (Aachen): 
• air-shower data at Pierre Auger radio array

• difficult signal/noise

• analyse signal time-development, 

amplitude, shape

• test applicability of architectures like 

autoencoder
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C2: object reconstruction

• use deep learning in a wide range of physics objects:  
• tracks from tracking chamber hits

• clusters from calorimeter signals

• jets from clusters

• properties of jets (flavour, charge, origin,…)

• very successful already in the past, promising for future

• concrete projects: 


• boosted jets (Hamburg),  

• classification of active galactic cores (Blazars) through EM spectrum (Erlangen)
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C3: simulation

• use deep networks for simulation:  
• simulation of calorimeter showers and air showers is extremely expensive

• adversarial networks can be used for simulation

• need to understand where it is useful 

• develop evaluation criteria for quality of simulation 

• concrete projects: 

• implement interaction of radiation with matter in a generative network to obtain 

full instantaneous shower simulation (Karlsruhe)

• mass production of simulated datasets via generative networks, development of 

filter criteria (Munich)
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C4: quality of prediction

• goal: define catalog of criteria for usability of DNN in physics analyses 
• which information is actually used by DNN? which information is needed?

• reduce impact of systematic effects (e.g. adversarial training)

• stability/robustness of predictions,   causality

• exploit already existing tools (PatternNet, PatternLRP)
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work area D

goals: 
• adapt (astro)particle software to modern computing architectures (GPUs)

• make software more resource-efficient

• develop experiment-independent libraries
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CPU GPU

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

• computing time grows 
exponential with PU

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

• computing time grows 
exponential with PU

• new seeding algorithm
• based on parallel-friendly 

algorithmic structure  
(cellular automaton)

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

• computing time grows 
exponential with PU

• new seeding algorithm
• based on parallel-friendly 

algorithmic structure  
(cellular automaton)

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

• computing time grows 
exponential with PU

• new seeding algorithm
• based on parallel-friendly 

algorithmic structure  
(cellular automaton)

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

• computing time grows 
exponential with PU

• new seeding algorithm
• based on parallel-friendly 

algorithmic structure  
(cellular automaton)

example: parallelism



16

fourth detector layer
• quadruplet seeding: propagate 

triplets to fourth layer
• natural extension of current 

algorithm

• computing time grows 
exponential with PU

• new seeding algorithm
• based on parallel-friendly 

algorithmic structure  
(cellular automaton)

• computing time grows 
linear with PU

example: parallelism
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time per event 
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time per event 
GPU (ms)

Triplet 
propagation
cellular 
automaton

• improve physics performance at the same 
cost (easily run tracking on all events in HLT) 

• or save millions of EUR at same physics 
performance 

→change our approach to algorithm development

22

• Hardware used: 
– CPU Intel 4771K
– GPU NVIDIA K40
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example: parallelism
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example: parallelism

• successfully running in CMS since 2017 

• developments continue (e.g. full tracker) 

• being ported to other experiments (e.g. LHCb) 

• future: experiment-independent libraries
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example: GenFit2-ACTS

ACTS:
• started from ATLAS track reconstruction software
• aims at encapsulating the reconstruction into generic experiment-

independent package
• provides high-level data structures and algorithms
• alternative: GenFit2
• used in:  Belle-II, Panda, Ship,  small testbeams, …

• concrete projects: 

• investigate usability of ACTS in non-HEP experiments. Use ACTS in GenFit2 

backend. Understand the limitations and adapt the software accordingly (Karlsruhe)

• adapt ACTS for ILC (DESY)

• adapt ACTS for Panda (FZJ)
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summary

• computing/software in (astro)particle physics is the 
key to survival and the driver of fantastic new 
opportunities 

• “local efforts” not sufficient, community-wide 
coordination has been initiated 

• writing this community-wide project plan already 
established excellent communication links 

• this is an iterative process and needs YOUR input


