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IceCube detector 

>  +	10000	CPU	cores	
+	600	GPUs		
for	data	processing	
simula;on	&	
reconstruc;on	
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Nov 2013 - astrophysical neutrinos discovery 

IceCube trigger ~ 3000 kHz, every year: 
 

-  ~ 100 billion (mostly) background atmospheric 

muons  

-  ~ 100,000 atmospheric neutrinos  

-  ~ 10-15 astrophysical neutrinos  
 
Neutrino signal events need to be distinguished from 
a background of downgoing atmospheric muons 
based on the pattern of emitted Cherenkov light. 
 
With ~ 7 years of data taken, IceCube is transitioning 
from discovery to precision measurement phase.   
-  Understanding of systematics is key 
-  An important one: light propagation through 

the the km3 antarctic ice block  

Nov 2013 - astrophysical neutrinos discovery 
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Broad physics program 
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▶  GPU based parallel computing 

◆  Photon propagation in the ice already implemented, but optimizations possible 

◆  Potential other applications: 

◆  CORSIKA shower generation 
◆  Reconstructions / Likelihood calculations 

▶  Parameter estimation via likelihood / other methods 

◆  Finding the best set of parameters (e.g. neutrino direction and energy losses in the detector) 
in a high-dimensional parameter space. 

◆  Calculation of parameter uncertainties in the presence of systematics 

▶  Event classification and reconstruction via “deep learning” methods 

▶  Statistical methods 

◆  Hypothesis testing  

◆  Incorporation of systematic uncertainties.  

Important computing topics for IceCube 
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IceC
ube distributed resources 

~15	IceCube	sites	provide	access	to	local	
compu;ng	resources		
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 Distributed computing model 
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 Workload management at IceCube 
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   Computing / storage requirements  

Simulation Data processing User analysis 
kHS06 50 10 45 
Location 10% UW Madison 

20% DESY (Zeuthen) 
70% other 15 IceCube sites 

UW Madison UW Madison 
Other sites 

Increase/y 15% 20% 

Computing 

Raw data (incl. filt., DST) Simulation User analysis 
600 500 50+ 

Location 100% UW Madison 
+ copy LBNL/NERSC 

UW Madison 50% 
DESY (Zeuthen)  

UW Madison 
Other sites 

Storage growth per year (TB) 

In addition: GPUs for photon propagation in ice: ~100 times faster than CPUs 
Current required capacity: ~800 GPUs, 50% UW Madison, 50% other sites, Zeuthen ~100 GPUs 

UW Wisconsin data warehouse – 6PB disk storage (Lustre) 
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IceCube  MoU  DESY – UW Madison 
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 DESY IceCube Tier1 – CPU/GPU ressources 

EGI grid computing (per grid site) 

 
 

CPUs 22 kHS06 

GPUs 80 (NVIDIA) 

Computing Resources 
Grid / Non-Grid 
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 DESY IceCube Tier1 – Storage 

Data type  Subtype  Growth (TB/y) 

Experimantal SuperDST 70 

Filtered 40 

Level 2 100 

Simulation Level 2 400 (50%) 

dCache 1.5 PB 

Lustre 370 TB 

Local data, accumulated 
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 Summary 

Discovery of astrophysical neutrinos - new era of Neutrino Astronomy started. 
 
Beyond 5 years after construction ended, IceCube keeps improving its uptime  
-  A rich physics program ahead 
-  Transition from discovery to precision measurement phase 

 
Simulation is essential - light propagation in the ice & related systematics 
-  Strongly rely on distributed computing  

-  Benefiting a lot of common areas with LHC: CVMFS, opportunistic access to 
WLCG sites … 

-  Infrastructure based in HTCondor components - user interface is HTCondor 
-  GPUs a critical platform for IceCube  


