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Model Problem and Investigation Goals

Acoustic wave: Search (v,p): Q x D x [0, T] — RP*,

p(w)ov(w) — Vp(w)

Op(w) — div (v(w))

such that vV-n
v(0)

p(0)
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Model Problem and Investigation Goals ﬂIT

Acoustic wave: Search (v,p): Q x D x [0, T] — RP*,
p(w)ov(w) = Vpw) = f Dx(0,T]

Op(w) —div(v(w)) = g Dx(0,T]

such that v.-n = 0 T x(0,T]
V(O) = v D
p(0) = p D

M
Determine: [E[Q] = /QQ(w)d]P ~ M ZQ@(V(m)) = Qy(l\:/l
m=1
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Acoustic wave: Search (v,p): Q x D x [0, T] — RP*,

p(w)ov(w) = Vpw) = f Dx(0,T]

op(w) —div(v(w)) = g Dx(0,T]

such that v.n = 0 T x(0,7]
vi0) = vy D
p(0) = po D

M
Determine: [E[Q] = /QQ(w)d]P ~ M ZQ@(V(m)) = @A?w
m=1

Goal: Find combination of methods to minimize total error

€lTiotal = €ITinput + €ITdisc 1+ €1Tmodel 1 €ITsolve + €ITfoat £ €ITpyg + . ..
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Acoustic wave: Search (v,p): Q x D x [0, T] — RP*,

p(w)ov(w) = Vpw) = f Dx(0,T]
dip(w) —div(v(w)) = g Dx(0,T]

such that v.n = 0 T x(0,7]
vi0) = vy D
p(0) = po D

M
Determine: [E[Q] = /QQ(w)d]P ~ M ZQ@(V(m)) = @A?w
m=1

Goal: Find combination of methods to minimize total error

€lTiotal = €ITinput + €ITdisc 1+ €1Tmodel 1 €ITsolve + €ITfoat £ €ITpyg + . ..

Constraint: Finite computational capacities (CPUs, time, memory)
= Introduce budget for error minimization and utilize effective parallelization
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Multi-level Monte Carlo - Introduction

Assumptions: Let o, 5,7 > 0 and
[E[Q. — Q]| < hy
VIQe = Qo] S hy

c(Quy™) s
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Multi-level Monte Carlo - Introduction

Assumptions: Let o, 5,7 > 0 and
IE[Q, — Q]| < hY
VIQe = Qo] S hy

c(Quy™) s

Idea: Telescoping sum with Yo := Qq, Yy := Qs —Qy_4

E[Q] = E[Qo] + Y E[Qr — Q1] =Y E[Y/]
£=0

£=1

23.10.2023 Niklas Baumgarten: A Fully Parallelized and Budgeted Multi-level Monte Carlo Method

KIT

Karlsruhe Institute of Technology

CRC 1173 Wave phenomena



3

Multi-level Monte Carlo - Introduction

Assumptions: Let o, 5,7 > 0 and
[E[Q. — Q]| < hy
VIQe = Qo] S hy

c(Quy™) s

Idea: Telescoping sum with Yo := Qq, Yy := Qg —Qy_4
E[Q.] = E[Qo] + ZE[QZ Qe—1] = ZE[Yz]

£=1

Multi-level Estimator

L M,

MLMC —1

Qmert_, ZYé =D MY Ye(y'™)
¢=0 m=1
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Multi-level Monte Carlo - Introduction

Assumptions: Let o, 5,7 > 0 and
IE[Q, — Q]| < hY
VIQr — Qo] S hy

(my) < =7

Idea: Telescoping sum with Yo := Qq, Yy := Q; —Qy_1
L L

E[Q.] = E[Qo] + ZE[QZ —Qu 1] = ZE[YZ]

£=1 £=0

Multi-level Estimator

L M,
Qfu = ZYM oMY Ye(y™)
=0 m=1
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Multi-level Monte Carlo - Introduction

Assumptions: Let o, 5,7 > 0 and
IE[Q, — Q]| < hY
VIQr — Qo] S hy
(my) < po7
¢ (Quy'™) s, ;

Idea: Telescoping sum with Yo := Qq, Yy := Q; —Qy_1
L

E[Q.] = E[Qo] + ZE[Qz —Qu 1] = ZE[YZ]

£=1 £=0

Multi-level Estimator
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Epsilon-Cost Theorem: 3 {M,};_, such that
L
errvse = »_ M, 'VIY] + (E[Q. — Q])°

£=0

L M, —2 ﬂ
€ >y
MLMC gMe M1 Y, (y(™ and T.:=C,<
{Me}z 0 § : N E 4 E (y*™) S e-B)la g <y
£=0 m=1
M. Giles. Multilevel Monte Carlo path simulation. (2008)
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Budgeted Multi-level Monte Carlo - Introduction

Goal: Replace accuracy e by budget |P| - Ty =: B > 0 measured in [B] = #CPU - hours
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Budgeted Multi-level Monte Carlo - Introduction

Goal: Replace accuracy e by budget |P| - Ty =: B > 0 measured in [B] = #CPU - hours

Motivation:
® Often no a priori knowledge about «, 5 and ~
® P and Ty have to be reserved for HPC
@ Empirical study of algorithms
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Budgeted Multi-level Monte Carlo - Introduction

Goal: Replace accuracy e by budget |P| - Ty =: B > 0 measured in [B] = #CPU - hours

Motivation:
® Often no a priori knowledge about «, 5 and ~
® P and Ty have to be reserved for HPC
@ Empirical study of algorithms

Knapsack Problem:

L
min  erryse = Z M, 'V[Y,] + (E[QL — Q])?
(L’{MI/«}KZO) /=0
L M,
suchthat > > C,(y(™) <B

£=0 m=1
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Budgeted Multi-level Monte Carlo - Introduction

Goal: Replace accuracy e by budget |P| - Ty =: B > 0 measured in [B] = #CPU - hours

Motivation: Conjecture: For a feasible and parallel execution, it is
® Often no a priori knowledge about «, 5 and ~

SO =N)-Tg® +A(|P] - Tp)™°
® P and Tj have to be reserved for HPC €5 ») Ts p([P] - Ts)

=l€s =i€p
with § € {%, Mw} and Ap S [0, 1]

Baumgarten et al. A Fully Parallelized and Budgeted MLMC Method. arXiv Preprint (2023)

@ Empirical study of algorithms

Knapsack Problem:

L
min  erryse = Z M, 'V[Y,] + (E[QL — Q])?
(L’{MI/«}KZO) /=0
L M,
suchthat > > C,(y(™) <B

£=0 m=1
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Motivation: Conjecture: For a feasible and parallel execution, it is
® Often no a priori knowledge about «, 5 and ~

SO =N)-Tg® +A(|P] - Tp)™°
® P and Tj have to be reserved for HPC €5 ») Ts p([P] - Ts)

=l€s =i€p
with § € {%, Mw} and Ap S [0, 1]

Baumgarten et al. A Fully Parallelized and Budgeted MLMC Method. arXiv Preprint (2023)

@ Empirical study of algorithms

Knapsack Problem:
L Dynamic Programming (DP):
- _ —1 B 2
(L,{rﬂ;?zzo)errMSE N % M, VIYe] + (E[Q - Q) @ Decomposition in overlapping subproblems
& Solve subproblems with optimal strategy

L M,
such that Z Z Co(y"™) <B ® Reutilization of preexisting results
£=0 m=1
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@ Empirical study of algorithms

Knapsack Problem:
L Dynamic Programming (DP):
- _ —1 B 2
(L,{rﬂ;?zzo)errMSE N % M, VIYe] + (E[Q - Q) @ Decomposition in overlapping subproblems
& Solve subproblems with optimal strategy

L M,
such that Z Z Co(y"™) <B ® Reutilization of preexisting results

=0 m=t = Use DP for approximated knapsack problem
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Budgeted Multi-level Monte Carlo - Introduction

Goal: Replace accuracy e by budget |P| - Ty =: B > 0 measured in [B] = #CPU - hours

Motivation: Conjecture: For a feasible and parallel execution, it is
® Often no a priori knowledge about «, 5 and ~
® P and Ty have to be reserved for HPC

@ Empirical study of algorithms

€S (1= 2) Ty’ + (1P| - Ts) ™
=l€s =i€p
with § € {%, Mw} and Ap S [0, 1]

Baumgarten et al. A Fully Parallelized and Budgeted MLMC Method. arXiv Preprint (2023)

Approximated Knapsack Problem:

) L 1 o~ 2 Dynamic Programming (DP):
(L,{%‘}nﬁzo) ; M, sy, + (errdi“(w’ a)> ® Decomposition in overlapping subproblems
L & Solve subproblems with optimal strategy

such that Z Mgag <B @ Reutilization of preexisting results

=0 = Use DP for approximated knapsack problem
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Budgeted Multi-level Monte Carlo - Algorithm

) L A bk A b 5 b
data = {1 — {erri7 {Mi o} otos 1Qu e g os {Caet ot {Yie}iios - - }}

ity L
function BMLMC(Bo, {M(‘)mi,y}eoz0 :

for £ =1Lg,...,0: Adatag,¢ < MS-FEM(Mp",, P)
L
datag < Welford(data_1, Adatag) return BMLMC(Bo — Zeozo Cg,m - errg)
g
function BMLMC(B, €;): (5

if B; = 0: return errj_1

if Erfgisc(datai—1) > /1 — Oe;: Li < L +1

if €rTinput(datas—1) > 06?: I\/ZSPE ~ ’((\/56)_21 /s%k /6@

for £ =L;,...,0: AMiYg%max{A/hff’;{— 1—1,&0} EMMinput
Ci = S0 AM; o Ciie

if C; =0: return BMLMC(B;, 7 - €;)

if C; > B;: return BMLMC(B;, 0.5 - (&5 + €5-1))

for £ =1L;,...,0: Adata; ¢ < MS-FEM(AM; ¢, P)

data; <— Welford(data;_1, Adata;) return BMLMC(B; — Zzizo Co, €1)
M. Giles. Multilevel Monte Carlo methods. (2015)

Collier etal. A i ltilevel Monte Carlo . (2015)
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Multi-sample Finite Element Method (MS-FEM)

Problem: Approximate M,-times a PDE on discretization level ¢ on a fixed set of CPUs P
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Multi-sample Finite Element Method (MS-FEM)

Problem: Approximate M,-times a PDE on discretization level ¢ on a fixed set of CPUs P

1< P <M,
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Multi-sample Finite Element Method (MS-FEM)

Problem: Approximate M,-times a PDE on discretization level ¢ on a fixed set of CPUs P

1<IPI<M  1<[Pl&aM =1
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Multi-sample Finite Element Method (MS-FEM)

Problem: Approximate M,-times a PDE on discretization level ¢ on a fixed set of CPUs P

EEEEN|

|
[

1< |P| <M, 1< |P|&M; =1 1< M, <|P|
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Multi-sample Finite Element Method (MS-FEM)

Problem: Approximate M,-times a PDE on discretization level ¢ on a fixed set of CPUs P

RN

|
[

1< |P| <M, 1< |P|&M; =1 1< M, <|P|

Minimize Communication: Search k € Ny, such that

M,
2k < Zj <2 5 P = | | P with ‘?ﬁ’”)‘ _ ok
¢ m=1
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Multi-sample Finite Element Method (MS-FEM) ﬂIT

Problem: Approximate M,-times a PDE on discretization level ¢ on a fixed set of CPUs P

RN

Define: Set of FE meshes

M,
= e = (M)
1<|P| <M, 1<|Pl&M, =1 1< M <[P =
Minimize Communication: Search k € Ny, such that MS-FEM: Search for representation of
7| .
k k-+1 _ m) (m)| _ ok
2 < <2 ﬁP_m|Z|1Pk wuth‘Pk ‘_2 Ugm1EHV

defined on Mp
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Model Problem and Discretization

Acoustic wave: Search (v,p): Q x D x [0, T] — RP*,

p(w)ov(w) = Vpw) = f Dx(0,T]

op(w) —div(v(w)) = g Dx(0,T]

such that v.n = 0 T x(0,7]
vi0) = vy D
p(0) = po D

Discontinuous Galerkin (dG): Search for (v,p) " = u, € V;‘g
M0, + Apuy, = b, and Uz(O) =Ugpo

Implicit midpoint-rule (IMPR): Solve for t, = nr, with 7, = T/NJ

T T
(Me + EZAZ> ug(ty) = (Mz - EZAZ) Ug(th—1) + 7ebe(tn—1/2)

Circulant Embedding: Sample from log-normally distributed material density p
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Experimental Setup via Continuous Delivery (CD)

Goal: Find combination of methods for minimal error
€ITiotal = €ITinput + €ITdisc + €ITmodel + €ITphug + . . .

under computational constraint
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Experimental Setup via Continuous Delivery (CD)

Goal: Find combination of methods for minimal error
€ITiotal = €ITinput + €ITdisc + €ITmodel + €ITphug + . . .

under computational constraint

Default Budget: B = |P| - Ty = 1024 - 6h
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Experimental Setup via Continuous Delivery (CD)

Goal: Find combination of methods for minimal error

€ITiotal = €ITinput + €ITdisc + €ITmodel + €ITphug + . . .

under computational constraint

Default Budget: B = |P| - Tz = 1024 - 6h

Automated High-Performance Computing:
a Code verification
@ Model and method comparison

® Data collection and postprocessing

23.10.2023 Niklas Baumgarten: A Fully Parallelized and Budgeted Multi-level Monte Carlo Method

Verification
Unit, consistency and
convergence testing

0
RADAR

Publication
Research data-base,
Persistent identifier

benchmarking )

d

Development
Model and Method
refinement

Computational Science

N
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Numerical Experiments
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Covariance Function

107t 10 f
1072 ¥ =
o 3 ; 1072 *
« 3 bi * .
s Fw RS
—— =232, 0=05 g2 3 —— B=315 0=05 Ty *
71, 0=075 T 1077| —+— B=367, 0=075 1
10-5) —— @=271, 0=10 i —— =403, 0=10 i
5 6 7 8 9 10 5 6 7 8 9 10 5 6 7 8 9 10
Level £ Level ¢ Level ¢
Covariance Function:
0.26000 v
X1 — X
3 e - - 2
%ozmo COV(X1 s X2) =0 exp| — e
% 0.24000 A
© 2
0230001 3 405
+- 0=075
N I P S .
ozom| 3 6210 with A = 0.15, v = 1.8 and o € {0.5,0.75, 1.0}
107 10° 0.0 0.2 0.4 0.6 08 1.0
(To.0=To.)MTo.0 CilBo
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Numerical Experiments - Parallelization
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" MS — FEM = Off
MS — FEM =0n

1t Experiment:

@ Solver parallelization vs. MS-FEM
with fixed B = 2048 - 6h

—— Time Budget
20000 s — FEM = OFf

MS — FEM =0n

15000
=
10000

5000

- |p|=128.0
1P| =512.0
- |p|=2048.0

2nd Experiment:

@ Weak scaling measurement with
Ty = 6hon |P| € {128,512,2048}

10 23.10.2023 Niklas Baumgarten: A Fully Parallelized and Budgeted Multi-level Monte Carlo Method

—— 6=047, |P|=128.0
6=0.44, |P|=512.0
—— §=0.45, |P|=2048.0

107 10°
(Te,0=Te,MMe,0
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Conclusion and Outlook

Conclusion:
@ Budgeted Multi-level Monte Carlo (BMLMC)
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Conclusion and Outlook

Conclusion:
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@ Multi-Sample Finite Element Method (MS-FEM)
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Conclusion and Outlook

Conclusion:
@ Budgeted Multi-level Monte Carlo (BMLMC)

@ Multi-Sample Finite Element Method (MS-FEM)

el )

® Acoustic Wave Simulations in Random Media

-
e
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Conclusion and Outlook

Conclusion:
@ Budgeted Multi-level Monte Carlo (BMLMC)

@ Multi-Sample Finite Element Method (MS-FEM)

el )

® Acoustic Wave Simulations in Random Media

L'I}I!n’; :

~
|
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Further Work:

@ Other PDEs with various FE&UQ methods

N. Baumgarlen A Fully Parallelized and Budgeted Multi-level Monte Carlo Framework for Partial
Di quations: From Theory to Large-Scale Computations. (2023)

Baumgarten, Wieners. The parallel finite element system M++ with integrated multilevel
preconditioning and multilevel Monte Carlo methods. (2021)

@ FEM-Software M++ & Main Source of Talk

Wieners, Corallo, Schneiderhan, Stengel, Lindner, Rheinbay, Baumgarten. Mpp 3.3.0. (2023)

Baumgarten etal. A Fully f ized and Multi-level Monte Carlo Method and the
Application to Acoustic Waves. arXiv Preprint (2023)
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Conclusion and Outlook
Conclusion: Further Work:
@ Budgeted Multi-level Monte Carlo (BMLMC) @ Other PDEs with various FE&UQ methods
N. Baumgarlen A Fully Parallelized and Budgeted Multi-level Monte Carlo Framework for Partial
7 Di quations: From ical Theory to Large-Scale Computations. (2023)
r ‘::‘j [ | Baumgarten, Wieners. The paralle! finite element system M++ with integrated multilevel
u + (=1 )4 (=2 I preconditioning and multilevel Monte Carlo methods. (2021)
= E m NN ® FEM-Software M++ & Main Source of Talk
- Wieners, Corallo, Schneiderhan, Stengel, Lindner, Rheinbay, Baumgarten. Mpp 3.3.0. (2023)
Baumgarten etal. A Fully f ized and Multi-level Monte Carlo Method and the
a Multl Sample Flnlte Element Method MS FEM) Application to Acoustic Waves. arXiv Preprint (2023)

5 % @ In Progress / Outlook / Interests:

@ |nterfaces: Umbridge & Ginkgo
® Acoustic Wave Simulations in Random Media = (B)MLSC, (B)MLQMC, (B)MIMC

I : ® |Implementation of U, in Mpp 3.3.1
I LT :

||||i| " ® SGD/ADAM for Optimal Control

o ® Bayesian Inverse UQ via SMC
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Numerical Experiments - Method Comparison
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* y=3.07, p=10
¥=340, p=20
* y=317. p=30

~ — 5=060, p=1.0
T 5=040, p=20
- 5=052, p=3.0

T,

il
s
~—,

.

o
107 10°

1st Experiment: “
® Polynomial degree p € {1, 2,3} of Vg‘; “‘1::
2nd Experiment: 0]
@ Diagonal implicit Runge-Kutta (DIRK)
u Implicit midpoint-rule (IMPR) ¢
& Crank-Nicolson (CN)

7 8
Level

9

(Te,0 =T, ) Ts,0

y=312, CN
y=3.34, IMPR
* y=3.17, DIRK

9
Level

12 23.10.2023 Niklas Baumgarten: A Fully Parallelized and Budgeted Multi-level Monte Carlo Method

1071 10°

(Te,0 =T, ) Te,0

CRC 1173 Wave phenomena



KIT

Numerical Experiments - Verification of Conjecture

Weak Scaling Experiments:
® Fixed time budget Ty = 6h
@ Variable amount of processing units

P € {27 % | Prmax| : |Pmax| = 8192, k=0,...,7}
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Numerical Experiments - Verification of Conjecture

Weak Scaling Experiments:
® Fixed time budget Ty = 6h
@ Variable amount of processing units

P € {27 % | Prmax| : |Pmax| = 8192, k=0,...,7}

® Reduction factor n € {0.7,0.8,0.9} for €; := ne; 1
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Numerical Experiments - Verification of Conjecture

Weak Scaling Experiments:
® Fixed time budget Ty = 6h
@ Variable amount of processing units

P € {27 % | Prmax| : |Pmax| = 8192, k=0,...,7}
® Reduction factor n € {0.7,0.8,0.9} for €; := ne; 1
® Assume )\, is fixed for a fixed 7, then
€S (1 =) T’ + X(IP| - Ts)~°
can be estimated with

— — — Pa
eITRMSE,k = EITRMSE,s + €ITRMSE,p * 2

13 23.10.2023 Niklas Baumgarten: A Fully Parallelized and Budgeted Multi-level Monte Carlo Method
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Numerical Experiments - Verification of Conjecture

Weak Scaling Experiments:
® Fixed time budget Ty = 6h
® Variable amount of processing units e ?fi‘;g‘;gz:
1P| € {27 [Pmax| : |Pmax| = 8192, k=0,...,7}

—— n=0.9, &rfamse, p = 0.00012

1073

errrRMSE

® Reduction factor n € {0.7,0.8,0.9} for €; := ne; 1

6x1074

® Assume )\, is fixed for a fixed 7, then
eS(1=2) Tg’ + X(IP| - Tp)~°

can be estimated with
€ITRMSE,k = €ITRMSE,s + €ITRMSE,p 2
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Budgeted Multi-level Monte Carlo - Optimality Principle

Welford’s Update Algorithm:
function Welford(datas, datag):

Mas, e < Mg+ Ma,
48,0 < Qs —Qae
3 3 Mg, ¢ 5
Qns,e < Qaet 4, , 0480
" Ma,eMs ¢ o2
S0 a8, < SeonetSwpet Mag, ¢ s,
2 —1
SQ48, ¢ — (Mag,e — 1) S0z 48,0

— L
return  {Mag ¢, Qns,¢, SV IERRS vty
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Budgeted Multi-level Monte Carlo - Optimality Principle

Welford’s Update Algorithm:

function Welford(datas, datag):

Mag, ¢ —
048, ¢ —
Qas, ¢ —

Mg ¢ + Ma e
Qe — Qa,r
= M,
.2 s
Qae + Tipg,g O4B.¢
Ma, eMp, ¢

2
S0 a8, < SeonetSwpet Mag, ¢ s,
2 —1
S04, ¢ — (Mag,e = 1) S0, 48,0
~ L
return  {Mas,¢, Qns.e5 Sp ag ¢ -+ Feo
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Aerryse: S x A — R

with data; ¢ € S and {AM; (};, € A.

KIT

Karlsruhe Institute of Technology

Reward Function: Compute with Welford’s Update Algorithm
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Budgeted Multi-level Monte Carlo - Optimality Principle

Reward Function: Compute with Welford’s Update Algorithm

Aerryse: S x A — R

with data; ¢ € S and {AM; (};, € A.

Welford’s Update Algorithm: Bellman Equation: Estimation of final MSE

function Welford(datas, datag): —— final ——init
erfysg = ertyse — ertuse(Bi, €0)
Mag, ¢ = Mg,o + Mae

Oase = Qse— %Af[ for n € (0,1) with
Qas,e — Qae+ %B’Z@\B,z
' Ma eMp.g < errmse(Bi, €:) =  max {Aerr data; AM,

S0 48,0 < S%ar T 5% st g, O se (B ) N e( o {AM Z} o)
S < (MAB.[ 71)_1SQ £=0

Q , ,AB, ¢ —

AB, £ " 2 L st Ci<By + errvse (Bi — Z Ci,é, n- Ei)}
return  {Mas,¢, Qns.e5 Sp ag ¢ -+ Feo =0
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Budgeted Multi-level Monte Carlo - Parallelization Bias

Recall: For a parallel BMLMC execution, it holds

€S (1=2) Ty’ + X(|P| - Ts) ™

=€ =l¢p

with § € {;, m} and \, € [0, 1].
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Budgeted Multi-level Monte Carlo - Parallelization Bias

Recall: For a parallel BMLMC execution, it holds

€S (1=2) Ty’ + X(|P| - Ts) ™

=€ =l¢p

with § € {;, m} and \, € [0, 1].

Ansatz: Inverted e-Cost for feasible execution
=0 eST?=Cf
=1 eS(P| - Tp) °=C°
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Budgeted Multi-level Monte Carlo - Parallelization Bias
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Gustafson’s Law: Consider hypothetical speedup
Tes AN+ NP0

S = =(1=X)+ A [P7°
Te)p )\S +)\p ( P) + P| ‘
Recall: For a parallel BMLMC execution, it holds Additional error reduction by utilizing |P| units
€<S Tg?

€S (1=2) Ty’ + X(|P| - Ts) ™

=€ =l¢p

with § € {%, m} and Ap S [0,1]

Ansatz: Inverted e-Cost for feasible execution
=0 eST?=Cf
=1 eS(P| - Tp) °=C°
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Budgeted Multi-level Monte Carlo - Parallelization Bias

Recall: For a parallel BMLMC execution, it holds

€S (1=2) Ty’ + X(|P| - Ts) ™

=€ =l¢p

with § € {%, m} and Ap S [0,1]

Ansatz: Inverted e-Cost for feasible execution
=0 eST?=Cf
=1 eS(P| - Tp) °=C°
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Gustafson’s Law: Consider hypothetical speedup

Tes AN+ NP0

S = =(1=X\)+\|P7°
Te)p )\s+)\p ( P)+ Plp‘

Additional error reduction by utilizing |P| units
€<S Tg?

Algorithmic Requirements:
Large L; — FE parallelization
Large M; , —> Sample parallelization
Unknown M; , — Dynamic load distribution
Usage of data — Distributed state machine
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