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Reinforcement Learning
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The CERN accelerator complex @)

The CERN accelerator complex
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LHC and non-LHC physics &)

II;rom last week’s Chamonix Accelerator Performance workshop: many, many different
eams!

Non-LHC Experiments !
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CLOUD VERY impressive range of research !

UA9

EHN1 North Area Testbeam (H2,H4,H6,H8)

East Area Testbeam (T8,T9,T10) ... and even more non-accelerator based experiments !
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Flexibility comes with a price... &)

Summary talk Injector and Experimental Facility Workshop (IEF) 2021

[ {1

Availability OK, under control of Groups. Repro&ucibility is critical concern
with increasing flexibility and multi-destination operation

Transmission problems and instability in beam delivery in many locations.
“Need more time in 2022">have to ensure this is there (add in schedule?) #A
Addressing reproducibility relies on many factors including equipment,
accelerator modelling and high-level controls approach

Other input from IEF'21

— Current beam scheduling has severe impact on resources needed to
run accelerators and on efficiency

* Statistics: 20-100 clicks to change supercycle = 2-25 min; 40-60 times/24 h
Input from JAPW'22

to 26.67 MWH/ day-

— Hysteresis is severe limitation for efficiency and flexibility in most
machines, current mitigation methods wasting energy

* ~ 15 % of yearly cost of SPS fixed target cycle for “waste" cycles and quasi-
degauss Cycle MD1
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7 recommendations — Automating exploitation \/J

CERN
Esplanade des Particules 1 EMDS NO. REV. VALIDITY
P.0. Box . [2922514 1.0 RELEASED]
1211 Geneva 23 Switzerland
REFERENCE
@! 2922514
Date: July 28, 2023
PROJECT REPORT
Efficiency Think Tank Report

1. Hysteresis compensation

2. Automatic and dynamic beam scheduling

3. Automatic LHC filling

4. Auto-pilots

5. Automatic fault analysis, recovery and prevention
6. Automatic testing and sequencing

/. Automatic parameter optimisation
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CERN
Esplanade des Particules 1 EMDS NO. REV. VALIDITY
P.0. Box , [2922514 1.0 RELEASED]
1211 Geneva 23 Switzerland
REFERENCE
@! 2922514
Date: July 28, 2023
PROJECT REPORT
Efficiency Think Tank Report
1. Hysteresis compensation — Fully automated standard physics
operation

2. Automatic and dynamic beam scheduling
| 3. Automatic LHC filling
| 4. Auto-pilots

6. Automatic testing and sequencing o Goal: reduce commissioning
time by 50 %

/. Automatic parameter optimisation

L

RL@Salzburg, V. Kain, 05-Feb-2024 6



7 recommendations — Automating exploitation

)
\

7

CERN
Esplanade des Particules 1 EMDS NO. REV. VALIDITY
P.0. Box . [2922514 1.0 RELEASED]
1211 Geneva 23 Switzerland

REFERENCE

@! 2922514
Date: July 28, 2023
PROJECT REPORT
Efficiency Think Tank Report
AI|Hysteresis compensation — Fully automated standard physics

2. Automatic and dynamic beam scheduling operation

ALl Automatic LHC filling

A1|Auto-pilots
AI

. Automatic testing and sequencing o Goal: reduce commissioning
time by 50 %

AI|Automatic parameter optimisation
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CERN

Efficient Particle Accelerators (EPA) project )
Approved in autumn 2023 after pre-study in Efficiency Think Tank (ETT)

10 work packages: ETT recommendations and controls infrastructure evolution.

WPO
Project Management
Lead: V. Kain
Deputy: A. Huschauer
whi wp2 Automated PavlyaFr)\?eter Control &
Dynamic Beam Scheduling | Automated LHC Filling L
Lead: F. Irannejad Lead: A. Huschauer, G. Trad Optimisation
S T T Lead: M. Schenk
WP4 WP5 WP6
Hysteresis Compensation | Next Generation Sequencer Efficient Settings Management
Lead: C. Petrone Lead: R. Gorbonosov Lead: M. Hostettler
WP7 WP8 WP9
Automated Equipment Testing Automate Equipment Data Processing Framework
Lead: A. Calia, J.C. Garnier Lead: F. Velotti, K. Papastergiou Lead: M. Sobieszek
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Efficient Particle Accelerators (EPA) project \fj

Approved in autumn 2023 after pre-study in Efficiency Think Tank (ETT): project length 5 years

10 work packages: ETT recommendations and controls infrastructure evolution.

WPO
Project Management
Lead: V. Kain
Deputy: A. Huschauer
WP1 WP2
Dynamic Beam Scheduling | Automated LHC Filling §f| Automated Parameter Control &
Lead: F. Irannejad Lead: A. Huschauer, G. Trad Optimisation
T T T Lead: M. Schenk
WP4 WP5 WP6
Hysteresis Compensation | Next Generation Sequencer Efficient Settings Management
Lead: C. Petrone Lead: R. Gorbonosov Lead: M. Hostettler
WP7 WP8 WP9
Automated Equipment Testing Automate Equipment Data Processing Framework
Lead: A. Calia, J.C. Garnier Lead: F. Velotti, K. Papastergiou Lead: M. Sobieszek
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Automation Infrastructure - readiness

Many classical automation concepts came from the LHC — injectors
* Sequencer, high level parameter control

* EPA WP5 (Next Generation Sequencer) & WP6 (Efficient Settings
Management) to ensure evolution for new requirements

RL@Salzburg, V. Kain, 05-Feb-2024
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Automation Infrastructure - readiness \/J

Many classical automation concepts came from the LHC — injectors
* Sequencer, high level parameter control

* EPA WP5 (Next Generation Sequencer) & WP6 (Efficient Settings
Management) to ensure evolution for new requirements

Since LHC: preparing for automation including Al/ML - injectors on
forefront

® Acc-Py (Accelerating Python): unlocked the potential of Python in CERN
ATS including control rooms

* Python distribution, Python Package Index, release of applications to centrally
managed deployment location

Physicist

&
34

® UCAP: Unified Controls Acquisition and Processing (“Virtual Device @

Service") — servers on-the-fly in JAVA or Python c.}..b
* Provides infrastructure to run “transformations” and event building / b4 N
* Expect evolution with EPA WP9 (Data Processing Framework) MLP Registry ~ Package Index
{?1 @ python
® MLP (Machine Learning Platform): store and share Al models between /  \\
users and applications of different languages P i o

kubernetes

RL@Salzburg, V. Kain, 05-Feb-2024 11



Automation Infrastructure - readiness

® Generic Optimisation Framework GeOFF e e

% Manual scans and grid scans are inefficient for multi-parameter problems —
optimisation algorithms

"""""""
¢ %

* GeOFF = easy and flexible parameter optimisation in the control room

* To date: > 20 parameter optimisation problems automated across complex
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Automation Infrastructure - readiness \/J

- Mer +Q=2B #aed> pQ=2B swizom

@ Generic Optimisation Framework GeOFF

* Manual scans and grid scans are inefficient for multi-parameter problems —
optimisation algorithms

* GeOFF = easy and flexible parameter optimisation in the control room

* To date: > 20 parameter optimisation problems automated across complex

100 Hz content of NA spill with ABO and EBC

® Optimisation framework for auto-pilots {{»
% GeOFF on UCAP — acc-geoff4ucap released in sum}ner 2023. B:: o
% Operational: n X 50 Hz control for NA spill with GPUs on UCAP U:z z§§§55;?§s9i'?..<oa.oa.>
* !EPQOVZVIB (Automated Parameter Control & Optimisation) to implement ojoo_0 01 i zgi‘;?-%; 2]
i : P

MTE island intensities to be equal with core

F16.8CT212-ST

< automated PS2SPS steering

F16.BCT212-ST

% MTE efficiency drift stabilisation

RL@Salzburg, V. Kain, 05-Feb-2024 13



Status: Auto-pilots, optimisers,...

An incomplete overview ...

LN4 / PSB

PSB bunch
recombination

rf capture

PSB resonance
compensation

LN3 / LEIR e-cooler

(partially)
equipment
autopilot LN?".LEIB LIS
& injection
LN3 source LN3 LEBT
energy steering
distribution | I'N2 cavity ceanc

Status 2023: many optimisers and auto-pilots used operational, many added in 2023

triple & quad sp.IiFting
splittings efficiency
target FTN
steering Steering
beam current S
beam symmet
§ - T9/10 steering
find waist R
_—

target steering ‘

Operational ¢ On-demand

Ready for operational test

WIP | Under consideration

SPS

longitudinal
blow-up

TT2-TT10
steering

target

MKP /
symmetries

timings target
sharing ~  spill noise

ZS align. target steering

- (BSPs)
splitter loss

crystal align.

transmission
through ramp

Trends 2024: on-demand — continuous (UCAP) | some new auto-pilots

{ Continuous controller

TL
steering

GeOFF / acc-geoff4ucap

Other solution

LHC

Courtesy M. Schenk

Until end of run 3: automation of all typical optimisation and continuous control problems

RL@Salzburg, V. Kain, 05-Feb-2024
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What about RL as
auto-pilot?



RL in the control room &

RL agent to correct RF phase and voltage to produce uniform RF splitting in PS for
LHC beams

% Trained in simulation and successfully transferred to control room — fully operational
% RL algorithm: Soft Actor-Critic (SAC); multi-agent algorithm using CNN to define initial set point

% Next step: from on-demand to continuous: — UCAP

Voltage path:

Phase optimisation ) Voltage optimisation
actions taken

Phase path: actions taken

reRanges

[

N
\ L as | |
‘ - “
\’1 T ~w” PR ) 2 » % w0 w0 ) 7 ;v,,’ ) o n: s D) T w2t 0w
Phase | | . ' S/ . / \
loss oomsf | / \ o\ wof \
during |01V / \ o \ > as \\
steps AN PP N—— ‘ \ b o2 \ o ny
RN . L SRSENE | M

T

o Volt .
Final parameters after phase - _ loss F";a! Earar?etefrf /aﬂlert_\lolt
opt. : tomo/profile/relative — " o during EP - -hEIJmOtF;]fOfl Et! re .at.'ve
bunch lengths/intensities . steps unch lengths/intensities
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RL in the control room

RL a%ent to correct RF phase and voltage to produce uniform RF splitting in PS for
LHC beams

% Trained on simulation and successfully transferred to control room — fully operational
% RL algorithm: Soft Actor-Critic (SAC); multi-agent algorithm using CNN to define initial set point

% Next step: from on-demand to continuous: — UCAP
Recorded Reconstructed

Sl g

Voltage optimisation 2 0

Time bin

Final parameters after volt

“ Final parameters after phase “ _— loss . "
- \/\ e oratomaiate L - during | | OP: : tomo/profile/relative H 120

bunch lengths/intensities

bunch lengths/intensities o steps

o S | 0 100 200 0 100 200
; Frequency bin Frequency bin

PhD ongoing for: control ramping and debunching cavity in LINACS3 for optimal injection

efficiency into LEIR, based on Schottky spectrum. Trained on data-driven dynamics
RL@Salzburg, V. Kain, 05-Feb-2024

Q)
\



RL in the control room &

Work in progress: RL to steer DC beams in the CERN TT20 transfer line using split-foil
secondary emission monitors (BSPs).

* RL state 5: [(/; — I,);] for each monitor; all intensities are normalised.

. . . | = b
4 Our metric: symmetries per monitor: § = | -——=

:Goal: S>0.8
L+

Also tested for TT23: 10 DOF
Also tested: different

TT24: splitters to T4 - Training

LIR BSPH-BSMH ® Test in horizontal plane: TD3; RMS reward  correctors = ["nssb.220450", "nbb.240428", "ndln.240913", ] d trb t n
Horizontal beam position % Training time: 2000 iterations, 100 random steps ~ °°® = ["0ePh-240212", “bsm. 2611057, "heph.2611477] IStributions

n BSPV-BSMV
v Vertical beam position

BSI
Beam intensity

% Training emittance 2um, 100urad random for initial trajectories

— Trained on simulation!

Test of transfer foreseen
for startup 2024.

eeeeeeeeeeeeeeee

RL for BSPs @ SPSMPC 4
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RL in the control room

Ready for transfer test: Adjusting the fine delays of SPS injection kicker with RL

Trained on data-driven dynamics model: PPO

e .
0.25 Step: 1 0.25 Step: 28
0.20 0.20
% =l
Co01s 8 015
£ £
~ =
3 x
e , = >
|
i
0.05 i 0.05 4
—=- Injected beam - ab
0.00 4 ~== Circulating beam - (Injected beam
: : I I } i 0.00 s -~ Circulating beam
4600 4700 4800 4900 5000 T - T } T
Time (ns) 4600 4700 4800 4900 5000
. Time (ns)
—— SPS-orbit
—— Trajectory -
3.0 1
2.5
2.0
r=—loss = — (2 4+ x% + (X, — %07
inj circ nj circ 151
1.0 1
0.5
0.0 T T T r r
5 10 15 20 25 30

Step
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RL in the control room (or not)

Controlling the n X 50 Hz noise in the slow extracted spill to the North Area Experimental

Hall.

SFTPRO2 | 10.10.2018 00:3320

/
7

Tansmissio: 95.37 % = ]
Towal Intensity: 2,.92E13
2.5E13 ¢
Mame Time Imenshy 2623+
Injection 1 0 1.53E13 »
Injection 2 1200 153613 £ |
Start Ramp 1260 3.01E13 =
Extraction 4260 2.80E13 7 ;
Std. Dump 9039 1.11E12 /
SE12 /

/

/

/

ﬁ 400
/ \\ asn
A AN

! ann
=
250 &
E
s
200 2
g
\, g
150 ¥

\
\
| 100

—SIZ’TPROZ | 10.10.2018 00:33:20 | Spill Quality analysed

Effective spill length: 45 3 3 ms

spil duty faco: 94 .84 %

Frequency [Hz] Amplitude [dB]
50 15.4
100| 4.8
150 1.2
300 0.7

RL@Salzburg, V. Kain,

BSI | Extracted Intensity | FFT Amplitudes | BSI Raw Data

Intensity

]

Pile-up constraints by experiments:

* = n X350 Hznorm. amplitudes < 0.15
e e e for > 85 0,

Time [ms.
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12001
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800 4
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0

e

500 1000 1500 2000 2500 3000 3500 4000 4500
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RL in the control room (or not)

Controlling the n X 50 Hz noise in the slow extracted spill to the North Area Experimental

Hall.

SFTPRO2 | 10.10.2018 00:3320

Transmissioe 95,37 %

Towd Intensity: 2,.92E13 - N / \\ | :::
25E13 ‘/ \\
Mame Time Imenshy /I \" " = = -
lnjecti;nl 0 153E13 » | / \ 250 3 KI" Spl"
Injection 2 1200 153€13 £ . | ’;'f \\ m%
: / \ | The ML-detour for slow extracted

Siome | s |/ spill control

/ \\ 0

O Taoa 2000 3000 4:?..::‘:: 6000 7000 KOO 9000 S. Hirlander, V. Kain

"SFTPRO2 | 10.10.2018 00:33:20 | Spill Quality analysed
[ BSI [ Extracted Intensity FFT Ampliqurersrj BSI Raw Data |

Effective spill length: 4533 ms 28 J !
1400
Spill duty factor: 94'84 % 1200 -
1000 “w ’MM September 2019
Frequency [Hz] | Amplitude [dB] .é-
50| 15.4 | £ 8007
100| 48| E 600
150 1.2 200
300 | 0.7 4
l)n 500 1000 1500 2000 2500 3000 3500 4000 4500
Time [ms)
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RL for 7 X 50 Hz noise control? &

; . Spill itor signal (2kHz) for 1 s SHiP cycl
Simulated environment: pill monitor signal (2kHz) for 1 s SHiP cycle

§ = [Aspill’ ¢Spill’ Acorr? ¢corr]
Pe— \/Az +A2 424 A cosAp . — 1

noise corr noise* *corr
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RL for 7 X 50 Hz noise control? &

; . Spill itor signal (2kHz) for 1 s SHiP cycl
Simulated environment: pill monitor signal (2kHz) for 1 s SHiP cycle

s = [Aspill’ ¢Spill’ Acorr’ ¢corr]
- - > L —
F=-= \/A +A + 2An0iseAcorr COS A¢ T

noise corr

0.0 +—
0

t[ms]

g

~
N
a

£ — TD3/SAC actually learn to optimise it.
) o g Could work as controller...
- Inltlal r -:; 10 Butllll
N - final r 5
0 # eZFO)OIOSOdeSBOOO 4000 0 1000 # eE)OIOS()OdeS 3000 4000
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RL for n X 50 Hz noise control?

Simulated environment:

s = [Aspill’ ¢Spill’ Acorw ¢c0rr]

y = —

- initial r
- - final r

-10

0 1000 2000 3000 4000

# episodes

— Can we transfer? How does V. translate to A

# iterations

2
\/Anmse + ACOI’T + 2AnOlS€ACOI’T

25

cos Ag

)
\

Spill monitor signal (2kHz) for 1 s SHiP cycle

0 200 400 600 800 1000

200 400 600 800 1000
t(ms)

t[ms]

— TD3/SAC actually learn to optimise it.
Could work as controller...
But....

o 1000

# episodes

3000

4000

COI"I"

— Training on the machine takes too long. Also, how to change A, ;... ®,.,i:.7
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So what we did instead... &N

...as auto-launch numerical optimisation and analytic solution did not work well either.
Example: a couple of weeks during August 2023

Adaptive Bayesian Optimisation @) — ABO tracks well. Some issues: controller lock-up due to
o shared GPU; "exploration" spikes — 2024 proximal biasing

Idea: build Gaussian Process for timeseries prediction with

=
=)

s r 100 Hz
SpectralMixtureKernel S(t,t") 50z
0.8
@
°
2
. . . 2 0.6
Gaussian Process Kernels for Pattern Discovery and Extrapolation E
©
I3
= 04
®
Andrew Gordon Wilson AGW38Q@QCAM.AC.UK g
Department of Engineering, University of Cambridge, Cambridge, UK € 02
Ryan Presco tt Adams RPAQ@SEAS.HARVARD.EDU
School of Engineering and Applied Sciences, Harvard University, Cambridge, USA
0.0

— add one dimension in problem space: ¢t to predict £ + 1 into
future

— GP with composite kernel: the kernel that is currently used:

2 / / 9
o“ X S(t,t") X RBF(x,x") :
1
1
# 85%
{74}
1
i
[}
" i
a 1 a H
O i i 2022 o . i 2022
i ;g:; §1<61(:35;05.) 0308, 0.4 i : 2023 (<16.05.)
i 02.=...<03.08. ! 1 2023 (16.05. < ... < 03.08.
i ABO 02 i i = aBo ( == )
i 2023 (=03.08.) : i i 2023 (=03.08.)
i ABO & EBC ! i = Ao & EBC
0.0 L T T T 0.0 L H . .
0.0 0.1 0.2 0.3 0.4 0.5 0.0 0.1 0.2 0.3 0.4 0.5
50 Hz amplitude 100 Hz amplitude
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RL in the control room: observations &)

@ Few RL based controllers compared to many optimisation problems solved with black-
box optimisation algorithms*
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RL in the control room: observations )

@ Few RL based controllers compared to many optimisation problems solved with black-
box optimisation algorithms*

® None of the RL algos in the control room were trained on the machine!

% — simulation

* Data-driven dynamics — dynamics "easier” to learn than policy from cold. Offline RL?

< E.g. no exploration issues,...
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RL in the control room: observations &)

@ Few RL based controllers compared to many optimisation problems solved with black-
box optimisation algorithms*

® None of the RL algos in the control room were trained on the machine!
* — simulation
% Data-driven dynamics — dynamics "easier" to learn than policy from cold. Offline RL?

< E.g. no exploration issues,...

® Reasons?

* States, intuition for dynamics (often) missing.
% How far do we get with POMDPs?
* RL not sample-efficient enough
% Solutions are = GP-MPC, MBRL including physics,...

% Offline RL?
RL@Salzburg, V. Kain, 05-Feb-2024



RL in the control room: observations &)

@ Few RL based controllers compared to many optimisation problems solved with black-
box optimisation algorithms*

® None of the RL algos in the control room were trained on the machine!
* — simulation
% Data-driven dynamics — dynamics "easier" to learn than policy from cold. Offline RL?

< E.g. no exploration issues,...
PROCEEDINGS A Physics-informed Dyna-Style

Model-Based Deep
Reinforcement Learning for
Dynamic Control

rspa.royalsocietypublishing.org

® Reasons?

* States, intuition for dynamics (often) missing. Research 8 — -
Xin-Yang Liu! and Jian-Xun Wang
% How far dO we get Wlth POMDPs? Article submitted to journal IDepartment of Aerospace & Mechanical Engineering,
o College of Engineering, University of Notre Dame,
* RL not sample-efficient enough , Notre Dame, IN, USA
Subject Areas:

% Solutions are - GP-MPC, MBRL including physics,...  _, Proposal for LINAC3 energy distribution control
% Offline RL?
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Offline RL?

Collab with Simon: Tuning/stabilising the LINAC3 Pb>** source

:f . /‘Vw-"" , \
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Offline RL?

Collab with Simon: Tuning/stabilising the LINAC3 Pb>** source

e
o Tl ,_
LINAC3 source specialist P =
wish list: e
® behaviour C|Oning ; *__ﬂuu... e
from historic data et WL
® ideally zero-shot T g
transfer, safe —— iy
exploration otherwise |
. N A
® Nno continuous control:

only correct when
necessary

@ Additional remark:
response with delay!

* Different delays for
different parameters
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Offline RL? &)

Collab with Simon: Tuning/stabilising the LINAC3 Pb>** source

e
i - 8

Simon & Verena: How to
solve this?

LINAC3 source specialist
wish list:

& : N’ ‘5.. oo

® behaviour cloning
from historic data

@ ideally zero-shot
transfer, safe
exploration otherwise

@IMDCOnﬁﬂUOUSCOﬂUOk

only correct when
necessary

@ Additional remark:
response with delay!

* Different delays for
different parameters

RL@Salzburg, V. Kain, 05-Feb-2024

® No obvious state
information

* Maybe absolute settings

® no useful simulation

® (not enough data to
train “a" model)

® How to deal with
different delays of
actors?



LINAC3 source: Offline RL - not yet @)

® Building toy simulation of dynamic system that changes with time
@ Different actors, with delayed response; actors depend on each other

@ Currently all response functions convex

@ — to test algorithm type!

loss evolution
200

| 1 parameter change,
100{ then constant

25 system drifts away...

1 T T T T T
0 500 1000 1500 2000 2500
time [a.u.]
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LINAC3 source: Offline RL - not yet

® Building toy simulation of dynamic system that changes with time

@ Different actors, with delayed response; actors depend on each other

@ Currently all response functions convex

@ — to test algorithm type!

loss evolution
200

| 1 parameter change,
100{ then constant

25 system drifts away...

1 T T T T T
0 500 1000 1500 2000 2500
time [a.u.]
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LINAC3 source: Offline RL - not yet

® Building toy simulation of dynamic system that changes with time

@ Different actors, with delayed response; actors depend on each other

@ Currently all response functions convex

@ — to test algorithm type!

loss evolution
200

| 1 parameter change,
100{ then constant

25 system drifts away...

1 T T T T T
0 500 1000 1500 2000 2500
time [a.u.]
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175 A

150 A

125 A

100 A

75 1

50 A

25 A

slow actor evolution

convex — ES

loss evolution

slow actor controlling...

0 500 1000 1500 2000 2500
# acquisitions (n.a.)

loss evolution

184
16 .
delay in response
144
124

104

T 6
1000 151
time [a.u.] 44
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LINAC3 source: Offline RL - not yet @)

® Building toy simulation of dynamic system that changes with time
@ Different actors, with delayed response; actors depend on each other

@ Currently all response functions convex

@ — to test algorithm type!

loss evolution loss evolution loss evolution
200 200 200
175 A 175 - 175 A
150 1 150 slow actor controlling... 150 fast actor controlling as well...
1251 125 125
1 parameter change,
1004 then constant 100 100 1
75 75 - 751
501 50 A 50
25 system drifts away...
25 - 25
01— : ; ; ; ;
0 500 1000 1500 2000 2500 0 : . : : : 0 Ao nn : : . :
time [a.u.] 0 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500
time [a.u.] time [a.u.]
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— simulations!!
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Conclusion &

Efficient Particle Accelerators (EPA) project has recently been put in place

to improve on various efficiency limiting aspects through automation and also
improved modelling.

@ Including AI/ML techniques at scale

The project was given 5 years to be ready with improvements for the HL-LHC era
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Conclusion &

Efficient Particle Accelerators (EPA) project has recently been put in place

to improve on various efficiency limiting aspects through automation and also
improved modelling.

@ Including AI/ML techniques at scale
The project was given 5 years to be ready with improvements for the HL-LHC era

EPA WP3: Reinforcement Learning will be part of the new exploitation paradigm.
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Conclusion O

S/

Efficient Particle Accelerators (EPA) project has recently been put in place

to improve on various efficiency limiting aspects through automation and also
improved modelling.

® Including AlI/ML techniques at scale

The project was given 5 years to be ready with improvements for the HL-LHC era

@ SimZ2real transfer: Need to get more experience with domain adaptation, adaptive agents

EPA WP3: Reinforcement Learning will

Key ingredient for RL to be adopted —

@ Offline RL: data-driven dynamics if easily obtainable from historic data also of interest
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