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Reinforcement Learning (RL) has been successfully applied to a wide range of problems. When the envi-
ronment to control does not exhibit stringent real-time constraints, currently available techniques and com-
putational infrastructures are sufficient. At particle accelerators, however, it is often possible to encounter
stringent requirements on the time necessary for an action to be chosen, that in some extreme cases can fall
in the microsecond scale.

These challenging conditions also present some benefits. For instance, the data throughput of the real-world
environment can be orders of magnitude greater compared to a simulation. This opens the possibility of online
training without the issues linked to transferring a simulation-trained agent to the real world.

In this contribution, real-time constraints and how they affect RL algorithms will be introduced, followed by
a description of FPGAs and heterogeneous hardware platforms. This is then used to motivate the architecture
of the state-of-the-art KINGFISHER RL system. Finally, an in-depth discussion of the use-cases where this
approach can be beneficial will be provided, together with basic guidelines for structuring RL problems in a
more hardware-friendly way.
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