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Artificial Intelligence (AI) and Machine Learning
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The 2023 MAD: Machine Learning, AI and Data

4Matt Turck 2023 MAD Landscape (4 long parts) - Interactive large version of the landscape is here

Exponential 
acceleration of 
Generative AI

ChatGPT - a kind of  
general purpose 
intelligence

AI generated content, 
AI bias,  AI hallucination 
→ Responsible AI

Hadoop - gradual 
disappearance of the 
Big Data technology

Crypto/web3 analytics

Data mesh, products, 
contracts: dealing with 
software complexity

https://mattturck.com/mad2023/
https://mad.firstmarkcap.com/


The 2021 MAD: Machine Learning, AI and Data 

5Matt Turck 2021 MAD Landscape - Full resolution version of the landscape image here

Data mesh

Busy year for DataOps

It’s time for real time

Metrics stores

Reverse ETL

Cross-org data sharing

Privacy and security

https://mattturck.com/data2021/
http://46eybw2v1nh52oe80d3bi91u-wpengine.netdna-ssl.com/wp-content/uploads/2021/12/2021-MAD-Landscape-v3.pdf
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https://bkai.ai/wp-content/uploads/2021/07/Machine-Learning-Algorithms-Thuat-toan-Machine-Learning.png
https://hackercombat.com/wp-content/uploads/2019/01/Top-5-Monitoring-Tools-Every-System-Administrators-Should-Know-2.jpg
https://www.philips.sk/healthcare/solutions/patient-monitoring


Imbalanced Datasets
The best way to approach Machine Learning solution is 

to start by analyzing and exploring the dataset in EDA

One of the common issues found in datasets is 

imbalanced classes issue

Data imbalance usually reflects an unequal 

distribution of classes within a dataset

Binary classification models without fixing this problem 

will be very biased

Feature correlation need to be improved
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https://miro.medium.com/max/1400/1*ZeGXHtNu8fu_PswjHivGwg.jpeg
https://miro.medium.com/max/1400/1*ZeGXHtNu8fu_PswjHivGwg.jpeg


Undersampling Oversampling

Randomly deleting some of the 
observations from the majority class in 
order to match the numbers with the 
minority class.

Synthetic Minority Over-sampling 
Technique (SMOTE) - looks at the feature 
space for the minority class data points 
and considers its k nearest neighbours.
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https://miro.medium.com/max/1400/1*P93SeDGPGw0MhwvCcvVcXA.png
https://miro.medium.com/max/1400/1*P93SeDGPGw0MhwvCcvVcXA.png


Optimization for Machine Learning

● Feature selection

● Model training

● Hyper-parameter tuning

● Others  

9Making Better Decisions in an Uncertain World

https://miro.medium.com/max/1400/1*Qfdsh_bJRIJ-Sla4TulrWA.jpeg


Optimization techniques and applications
● Exhaustive search
● Local search 
● Gradient descent
● Nature-inspired methods

Imperfect but real-time 
decisions

Approximately optimal solutions 
in an acceptable time

● Agents
● Games
● Simulations
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https://miro.medium.com/max/1400/1*Qfdsh_bJRIJ-Sla4TulrWA.jpeg
https://www.pngegg.com/en/png-txlcl


2003–2023: A Brief History of Big Data
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HPC cluster and compute-intensive applications

https://www.vmware.com/content/dam/digitalmarketing/vmware/en/images/gallery/thumbnails/tn-data-center-servers.jpg
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Hadoop cluster and data-intensive applications

https://i0.wp.com/techvidvan.com/tutorials/wp-content/uploads/sites/2/2020/03/hadoop-architecture.jpg?fit=802%2C420&ssl=1


Summing up 20 years of Hadoop

14

2008–2012  Rise of the Hadoop vendors
● Cloudera, Hortonworks + MapR, Datastax
● Column-oriented storage format: 

Apache Parquet, Apache ORC

2010–2014  Hadoop 2.0 and the Spark 
● Hadoop resource manager: YARN 

(Yet Another Resource Manager)
● Apache Spark faster, better, and great 

replacement for MapReduce
ML into the ecosystem → Apache Mahute,
Apache MLLib

● LinkedIn Apache Kafka
● Twitter Apache Storm
● Amazon (cloud) AWS with Netflix
● Microsoft Azure (cloud)
● Google Cloud Platform

2014–2016  Reaching the top
● Apache Spark, Apache Flink, Google’s DataFlow
● Airbnb Apache Airflow (open-source schedulers)
● Spotify Luigi (open-source schedulers)
● Google’s BigQuery
● Amazon’s Redshift
● Snowflake

2016–2020  Containerisation and DL → 
the downfall of Hadoop

● Massive migration of data infrastructures to 
the cloud

● Amazon S3, Google Storage or Azure Blob Storage 
are used instead of HDFS

● Docker containerisation framework
● Kubernetes (container orchestration system)
● DL →Tensorflow, Keras, PyTorch

The need of GPUs - they are not in Hadoop clusters
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Current shift from Hadoop ecosystems to 
Cloud services like Kubernetes

The rise of Deep Learning
The downfall of Hadoop



Hardware and software available for DL
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Deep Learning (DL) evolution timeline
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1940s NN were proposed 
1960s DNN were proposed 
1990 the first DL application →

handwritten digit recognition - LeNet

Since 2010 DL success is due to the 3 factors
1. new algorithmic advances → better 

performance
2. availability of huge amount of data to 

train NNs
3. increase of computing power

Stanford Vision Lab, Stanford University, 
Princeton University

ImageNet Large-Scale Visual Recognition 
Challenge ILSVRC (2010-2017)

● Computer vision challenge

● Evaluates algorithms for object detection 
and image classification at large scale

Motivations
● to allow researchers to compare progress in 

detection across a wider variety of objects - 
taking advantage of the quite expensive 
labeling effort

● to measure the progress of computer 
vision for large scale image indexing for 
retrieval and annotation

https://image-net.org/challenges/LSVRC/
https://image-net.org/challenges/LSVRC/


Neural Networks and Deep Learning frameworks

18Machine Learning and Deep Learning frameworks and libraries for large-scale data mining: a survey (2019), updated 2023 for AI4EOSC

https://link.springer.com/article/10.1007%2Fs10462-018-09679-z
https://ai4eosc.eu/


Convolutional Neural Networks (CNN)
Input − ConV − MaxPooling − ConV − MaxPooling − FC − FC(Output)
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https://anhreynolds.com/img/lenet-5.png


Iconic CNN architectures
● 1990 LeNet deployed in ATMs to recognize digits for check deposits

● 2012 AlexNet the first CNN winned ILSVRC

● 2013 ZFNet one of the top at ILSVRC 2013

● 2014 VGG classified as the second in ILSVRC

● 2015 GoogLeNet ILSVRC winner 
inception module composed of parallel connections 
which drastically reduced the number of parameters

● 2016 ResNet Residual Net - ILSVRC winner

● 2016 SqueezeNet focuses in heavily reducing model size 
using deep compression

● UNet, DenseNet, MobileNet, ShuffleNet, ...
20



Object detection Face recognition
Image classification: CNNs

● Classifies a picture
● Predicts probability of object

Classification ws. Localization: YOLO, R-CNN
● Detects an object in a picture
● Predicts probability of object and where 

it is located

Face verification (one-to-one lookup)
● Is this the correct person? 

Face recognition (one-to-one lookup)
● Is this one of the k  people in the 

database?
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https://miro.medium.com/max/739/1*IrptRDRG8IL9o-55BKjbLA.png
https://www.malwarebytes.com/blog/news/2021/11/what-is-facial-recognition


2020: contradictory year for facial recognition
Jan 2020: America’s first confirmed wrongful arrest 

by facial recognition technology (Robert Williams, Black man)

Jan 2020: ClearviewAI - small facial recognition company that ran its
algorithm on a DB of billions of pictures grabbed from social media

Facial recognition is known to be less accurate for darker-skinned people

Facial recognition was/is widely used by police departments in the United States

The use of biometrics → Organic part of digital life
● Apple Face ID system to unlock iPhones

22MIT technology review: Why 2020 was a pivotal, contradictory year for facial recognition, 2020

https://www.technologyreview.com/2020/12/29/1015563/why-2020-was-a-pivotal-contradictory-year-for-facial-recognition/


Image segmentation
Image segmentation

● segmenting an image into fragments 
● assigning a label to each of those

Categories

● Semantic segmentation
● Instance segmentation
● Panoptic segmentation: combination 

of both semantic and instance 
segmentation

23SuperAnnotate: Image segmentation detailed overview, 2023

https://www.superannotate.com/blog/image-segmentation-for-machine-learning


Image segmentation techniques
Classic

● Region-based segmentation
● Edge detection segmentation
● Thresholding
● Clustering

Deep learning
● U-Net: encoder-decoder
● Mask R-CNN
● DeepLab Versions
● Interactive segmentation
● Meta's SAM (Segment Anything 

Model) → privacy-preserving images

Benchmark datasets
● Pascal VOC dataset
● MS COCO dataset

Metrics
● IOU (Intersection Over Union)

Applications
Medical imaging, Video surveillance, 
Autonomous vehicles, Agriculture, 
Satellite imagery, Robotics, Art and 
design, Gaming, Fashion and retail

24U-Net: Convolutional Networks for Biomedical Image Segmentation, 2015

https://github.com/matterport/Mask_RCNN
https://segment-anything.com/
http://host.robots.ox.ac.uk/pascal/VOC/
https://cocodataset.org/
https://medium.com/analytics-vidhya/iou-intersection-over-union-705a39e7acef
http://dx.doi.org/10.1007/978-3-319-24574-4_28


R-CNN and YOLO → Real-time object detection
Object detection: YOLO, R-CNN

● Detects up to several objects in a picture

● Predicts probabilities of objects and where 

they are located

You only look once (YOLO)

● YOLO v3: Joseph Redmon, 2018 

○ announced his Computer Vision 

research stop due to ethical 

concerns (Twitter 2.2020)

● YOLO v4: A. Bochkovskiy, fork, 4.2020 

● YOLO v5: G. Jocher, PyTorch, 6.2020

● PP-YOLO: X. Long, Baidu, 7.2020

● YOLOv7 in 2022

● YOLOv8 in 2023

25

https://pjreddie.com/darknet/yolo/
https://syncedreview.com/2020/02/24/yolo-creator-says-he-stopped-cv-research-due-to-ethical-concerns/
https://github.com/AlexeyAB/darknet
https://github.com/ultralytics/yolov5
https://github.com/PaddlePaddle/PaddleDetection
https://viso.ai/deep-learning/yolov7-guide/
https://pjreddie.com/darknet/yolo/
https://viso.ai/wp-content/uploads/2022/07/scene-object-detection-yolo-v7-1060x708.png
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https://media.licdn.com/dms/image/D5622AQHTcI9TKgZ1jQ/feedshare-shrink_800/0/1690867978374?e=1694044800&v=beta&t=DVgrFEkni8H_opA6SSVprd45s8i0iNmjrZ9jT3nddGQ


Recurrent Neural Networks

Encoder-Decoder

Natural Language Processing (NLP)

27



2019-2020 Big Years of NLP and DL

28 BERT (70 languages), Post-BERT pre-training: RoBERTa (2019, Facebook), XLNet (2019, Google), ALBERT (Google and TTI Chicago, 2019), T5 (Google, 2019), ELECTRA (2020), GPT-3 (2020)NLP + DL

https://nlpforhackers.io/complete-guide-to-spacy/


Natural Language Processing (NLP)
● Feature Extraction for ML - The Art of the Science
● NLP in the context with ML/DL/AI

■ NLP Pipelines, NLTK, Stanza, Spacy, scikit-learn, …
■ Basic NLP task for text processing: stop-words removal, tokenization, …
■ Basic text processing: regular expression, normalization, extraction, …
■ Basic language modeling: probabilistic N-grams

● Text Modeling with Machine Learning
■ Sentiment Analysis in Text

● Text Preprocessing as Feature Extraction for ML
■ Text representation: hand-crafted and automatic
■ Feature Extraction: Bag-of-Words, IF-IDF, Word Embedding
■ Distance metrics, Document similarity
■ Encoding Data, Feature Selection, Dimensionality Reduction

● Distributional Semantics and Contextual Representation
■ NLP Transformer family: Encoder-Decoder
■ Pretrained Large Language Models (LLM) with Deep Learning (DL)

29

#


30Donato Riccio: Everything You Should Know About Evaluating Large Language Models

https://towardsdatascience.com/everything-you-should-know-about-evaluating-large-language-models-dce69ef8b2d2


Model Deployment and Curation

31
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Model Deployment - 87% have never been 
4 years ago

it was unusual to find a company already deploying models in production.

2 years ago
it was unusual to find a company with 50 models in production.

Today
2 independent surveys estimate that 
1/3 of companies that use AI have more than 50 models in production

Algorithmia (2021) said 40%, 

Arize (2022) said 36%

Why do 87% of data science projects never make it into production?

https://venturebeat.com/ai/why-do-87-of-data-science-projects-never-make-it-into-production/


Deploying your ML model is just the Beginning

Data and model curation in production!

33Deploying Your Machine Learning Model Is Just the Beginning How to turn ML models into useful business actions: a primer on MLOps

https://towardsdatascience.com/deploying-your-machine-learning-model-is-just-the-beginning-b4851e665b11


Deployment → CD/CI → DevOps 

34

DevOps speeds delivery of higher 
quality software by combining and 
automating the work of software 
development and IT operations teams

DevOps → MLOps and DataOps

https://www.ibm.com/cloud/learn/devops-a-complete-guide?lnk=fle#toc-what-is-de-pMY50L7C
https://thedevopsinstitute.com/wp-content/uploads/2021/05/Devops.png


DevOps MLOps

35

DevOps = Faster software delivery + software quality assurance (QA)
MLOps   = DevOps applied to Machine Learning (ML) operations

https://octopus.com/devops/i/x/octopus-devops-infinity.png
https://blogs.nvidia.com/wp-content/uploads/2020/09/MLOps-Neal-Analytics.png
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Data distributions: DevOps and MLOps
In real world scenario of Machine Learning (ML) deployment

● The change in data distribution is called data drift
○ Data drift affects the performance of ML model used in deployment

● Data drift leads to concept drift (another name model drift)
○ Degradation of ML model performance in production 

● Heavy work of ML engineering in DevOps and MLOps
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(NLP) Transformers

Transformer (2017) 

"Attention is all you need"

38



39Ria Kulshrestha: Transformers OR as I like to call it Attention on Steroids, 2020

https://towardsdatascience.com/transformers-89034557de14
https://towardsdatascience.com/transformers-89034557de14


NLP Transformers: Benefits and Drawbacks

40

● highly parallelizable, meaning that 
they can process multiple parts of a 
sequence at the same time →  
significantly speeds up training and 
inference

● capture long-term dependencies in 
text → better understand the overall 
context and generate more coherent 
text

● high computational demand

● sensitive to the quality and quantity 
of the training data



2022 Leading Large Languages Models (LLMs)

41

BERT Pre-training of Deep Bidirectional Transformers for Language Understanding

GPT-2 Language Models Are Unsupervised Multitask Learners

XLNet  Generalized Autoregressive Pretraining for Language Understanding

RoBERTa A Robustly Optimized BERT Pretraining Approach

ALBERT A Lite BERT for Self-supervised Learning of Language Representations

T5 Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer

GPT-3 Language Models Are Few-Shot Learners

GPT-3.5, GPT-4, …

Leading Language Models For NLP In 2022

https://www.topbots.com/leading-nlp-language-models-2020/


Vision Transformer (ViT)
2017, Transformers introduced for NLP  
2020, adapted for computer vision → ViT

● The attention mechanism in a ViT 
repeatedly transforms representation 
vectors of image patches, 
incorporating more and more 
semantic relations between image 
patches in an image (like NLP way)

● CNNs achieve excellent results even 
with training based on data volumes 
that are not as large as those 
required by Vision Transformers

42Using Transformers for Computer Vision, 2022, Vision Transformers (ViT): Revolutionizing Computer Vision, 2023

https://towardsdatascience.com/using-transformers-for-computer-vision-6f764c5a078b
https://www.analyticsvidhya.com/blog/2023/06/vision-transformers-vit-revolutionizing-computer-vision/


Vision Transformer vs. CNN 
● ViT possess a different kind of bias 

toward exploring topological 
relationships between patches, which 
leads them to be able to capture also 
global and wider range relations but 
at the cost of a more onerous training 
in terms of data

● ViT more robust to input image 
distortions

Not so clear winner between CNN and ViT 
→ combination of both

43Vision Transformers in Agriculture | Harvesting Innovation, 2023

https://www.analyticsvidhya.com/blog/2023/09/vision-transformers-in-agriculture-harvesting-innovation/?utm_source=related_WP&utm_medium=https://www.analyticsvidhya.com/blog/2023/06/vision-transformers-vit-revolutionizing-computer-vision/


Large Multimodal Models (LMMs)

44The Generative AI Revolution: Exploring the Current Landscape, 2023

Generative AI applied to other modalities

● Image Generation: 
Dall-E | MidJourney | Stable Diffusion | 
DreamStudio

● Audio Generation: 
Whisper | AudioGen | AudioLM

● Search Engines: Neeva | You

● Code Generation: Copilot | Codex

● Text Generation: Jasper

https://pub.towardsai.net/the-generative-ai-revolution-exploring-the-current-landscape-4b89998fcc5f


Everything is still NOT working
2022: Why Meta’s latest large language model survived only three days online

○ Meta = Facebook’s parent company
○ Galactica - new large language model designed to generate scientific text
○ Demo online 2022 November 15, take down after 3 days
○ Model trained on 48 million examples of 

■ scientific articles, 
■ websites, 
■ textbooks, lecture notes, and 
■ encyclopedias

○ blind spot → severe limitations of large language models
○ not able to distinguish truth from falsehood 

2016: Microsoft launched a chatbot called Tay on Twitter — then shut it down 16h 
later when Twitter users turned it into a racist, homophobic sexbot

45

https://www.technologyreview.com/2022/11/18/1063487/meta-large-language-model-ai-only-survived-three-days-gpt-3-science/
https://en.wikipedia.org/wiki/Tay_(bot)#:~:text=Tay%20was%20an%20artificial%20intelligence,service%20only%2016%20hours%20after
https://www.technologyreview.com/2022/11/18/1063487/meta-large-language-model-ai-only-survived-three-days-gpt-3-science/
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It is amazing, threatening, challenging. The technology WILL BE incredible. 
AI and Ethics?

https://galactica.org/explore/


Language model: more truthful and less toxic, trained with human-in-loop

OpenAI just released GPT-3 text-davinci-003, 

The results are impressive in comparison with with 002!

47

Something is working :) sometime

https://openai.com/blog/instruction-following/
https://ithinkbot.com/openai-just-released-gpt-3-text-davinci-003-i-compared-it-with-002-the-results-are-impressive-dced9aed0cba
https://ithinkbot.com/openai-just-released-gpt-3-text-davinci-003-i-compared-it-with-002-the-results-are-impressive-dced9aed0cba


How does (OpenAI) GPT obtain its ability?

48Yao Fu, et al.: How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources, 12.2022

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1
https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1


Brief summary on (LLM) GPT-3 hype

49

Even with 175B parameters and 450 gigabytes of input data, it’s not a reliable interpreter of 
the world

Models presents security and uncontrollability problems, including false content and biased 
information during content generation

Unreliable doesn’t mean useless. This is not to say that GPT-3-related is devoid of practical 
applications

Can be considered to use as intelligent auxiliary tasks

Cannot directly interface with the end-users

GPT-3 is a microcosm of the best and worst example in AI today (W. D. Heaven, 2021)

Min Zhang, Juntao Li: A commentary of GPT-3 in MIT Technology Review 2021 

https://www.technologyreview.com/2021/02/24/1017797/gpt3-best-worst-ai-openai-natural-language/
https://www.sciencedirect.com/science/article/pii/S2667325821002193?via%3Dihub


LLMs and LMMs demands
● Significant step in technological evolution

● Resource demands
○ LLMs are usually trained in high performance infrastructures with multiple GPUs 

for several months, e.g., Microsoft Azure infrastructure

○ The energy cost is several hundreds thousands EUR/USD per month

○ Each LLM/LMM: a “piece” made from long-time high energy consumption

● Unrepairable logical inconsistencies and inaccuracies in their outputs, which 
come from the design as the most probably output - not the correct output

● Ethical concerns: explainability, content control, bias mitigation

50



Responsible AI

Principles of Artificial Intelligence, 
Privacy, Fairness and 

Data Fusion

51

https://www.technologies-news.com/everything-you-need-to-know-about-data-governance-security/


Responsible AI - the only way to mitigate AI risks
1. Privacy

2. Security and Safety

3. Ethics

4. Fairness

5. Accountability

6. Transparency

52

Responsible AI is a standard for ensuring 
that AI is safe, trustworthy and unbiased

https://neo4j.com/blog/why-we-need-context-for-responsible-ai/


Trustworthy AI

53

● AI opens up virtually limitless benefit potential

● Potential risks from AI, by addressing any areas where controls or processes 
are found to be lacking or inadequate. The risks include 

■ biased decision-making 
■ the interpretability of AI decisions
■ a lack of explainability

● Trustworthy AI is a methodology for the implementation of AI methods in 
real organizations with

■ fairness
■ model explainability, and 
■ accountability

in its core

Arrieta et al.: Explainable Artificial Intelligence (XAI), Information Fusion, Elsevier ScienceDirect, 2020

https://www.sciencedirect.com/science/article/pii/S1566253519308103


The purpose of Artificial Intelligence
 

is to augment 

Human Intelligence

(not replacement)

54

https://www.forbes.com/sites/forbesdigitalcovers/2018/07/16/100m-magic-why-bruno-mars-and-other-stars-are-ditching-their-managers/?


Human-Centric AI (HCAI)

“The human-centric approach to AI strives to ensure that human values are central to the 
way in which AI systems are developed, deployed, used and monitored, by ensuring respect 
for fundamental rights, including those set out in the Treaties of the European Union and 
Charter of Fundamental Rights of the European Union, all of which are united by reference to a 
common foundation rooted in respect for human dignity, in which the human being enjoys a 
unique and inalienable moral status. 

This also entails consideration of the natural environment and of other living beings that are 
part of the human ecosystem, as well as a sustainable approach enabling the flourishing of 
future generations to come.”

55EU guidelines on ethics in artificial intelligence: Context and implementation   

http://www.europarl.europa.eu/RegData/etudes/BRIE/2019/640163/EPRS_BRI(2019)640163_EN.pdf
https://pub.towardsai.net/evolution-of-ai-and-data-science-in-2022-59e8468f603d


GDPR (2016, EU) DSA (2022, EU)
General Data Protection Regulation (GDPR)

56

Regulation on Digital Services Act (DSA)

Privacy - It is all about personal data - Personal Identifiable Information (PII)

https://www.purechat.com/blog/build-your-online-business-without-a-designer/social-networking/
https://associationsnow.com/2018/04/study-ceos-diverse-social-networks-see-success/


Privacy-Preserving Data Mining (PPDM)
Data Transformations

● Pseudonymization 
● Anonymization: k-anonymity, l-diversity
● Differential Privacy

Secure Computations
● Encryption: symmetric, asymmetric, hashing
● Homomorphic Encryption: fully, partially

Trusted Environments
● Specialized Hardware
● Secure Execution Environment

57

https://www.crystalrugged.com/introduction-to-secure-data-targets-attacks-and-protections/


Data Protection and Federated Learning
Centralized learning

● Problems: access right, owner right

Distributed learning
● Problems: sharing agreements, 

retention and disposal, minimization

58

Federated Learning

● Multiple clients train a model 
under central server orchestration, 
while keeping data decentralized

● Sharing and aggregating the
model updates as transferred artifact

https://www.technologies-news.com/everything-you-need-to-know-about-data-governance-security/


Responsible AI

Responsible development of 
human-centric and trustworthy AI systems

Thank you for your attention!
AI Data and Model Landscape

Giang Nguyen

https://giangzuzana.github.io/
https://ai4eosc.eu/
https://www.tekrevol.com/blogs/how-human-centric-ai-will-transform-business/

