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MicroBooNE 
Neutrino detector with 

excellent imaging capabilities

Lots of details on location and amount of  
charge created in the detector 

Many details but information density is sparse
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Color scale is important! 
Representing energy loss (dE/dx)

protons have a 
higher dE/dx 
than muons or 

pions

particles exponentially lose more energy 
before coming to rest 

(Bragg peak)
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Many interesting features along muon tracks

delta rays: very fast electrons knocked out of argon atoms
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Turing Test 
time
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time
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Unlike p, μ and π, creating tracks 
EM particles (such as e or γ) will produce shower-like objects

track

Distinguishing tracks from showers 
is extremely important for MicroBooNE

Allows for neutrino flavour ID
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Distinguishing tracks from showers 
is extremely important for MicroBooNE

CHALLENGE:  
 

Can you tell tracks and showers apart?

Unlike p, μ and π, creating tracks 
EM particles (such as e or γ) will produce shower-like objects
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Distinguishing tracks from showers 
is extremely important for MicroBooNE

Machine Learning extremely adept at this type of tasks

Unlike p, μ and π, creating tracks 
EM particles (such as e or γ) will produce shower-like objects
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Excellent resolution (~3mm)

need to process many, many types of topologies

how to deal with this?
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• Convolutional Neural Network (CNN) are 
very adept at image analysis. 

• Scalable and generalizable technique. 

• CNNs can look for local, translation-invariant 
patterns among inputs and decompose an 
object into collection of small features.

CONVOLUTIONAL NEURAL NETWORKS
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• Convolutional Neural Network (CNN) are 
very adept at image analysis. 

• Scalable and generalizable technique. 

• CNNs can look for local, translation-invariant 
patterns among inputs and decompose an 
image into collection of small features.

ideal for image classification tasks

CONVOLUTIONAL NEURAL NETWORKS
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• Convolutional Neural Network (CNN) are 
very adept at image analysis. 

• Scalable and generalizable technique. 

• CNNs can look for local, translation-invariant 
patterns among inputs and decompose an 
object into collection of small features.

ideal for image classification tasks

CONVOLUTIONAL NEURAL NETWORKS

Obtained excellent results 
applying CNN to 

MicroBooNE data

Check out our CNN paper: 
https://arxiv.org/abs/1611.05531 
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feature 
vector

• We want to do more than saying there are certain things in our images. 

• We need to go from the down-sampled feature maps to up-scaled 
images.

SEMANTIC  
SEG- 

MEN- 
TATION

down-sampling
(encoding)
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• A step forward is to have a classification vector at the pixel level, 
rather than for the overall image. 

• We need to go from the down-sampled feature maps to up-scaled images.

down-sampling up-scaling

SEMANTIC  
SEG- 

MEN- 
TATION

(encoding) (decoding)
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• Key component of SS network is encoding-decoding path information flow. 

• Allowing information about spatial resolution to flow from encoding path 
(best possible resolution) to decoding path.

pixel-level class vectors

SEMANTIC  
SEG- 

MEN- 
TATION

down-sampling up-scaling
(encoding) (decoding)

concatenate

concatenate

concatenate• Spatial resolution is 
recovered via 
concatenation.
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PERFORMANCE IN DATA
• There is no truth label for real data. 

• Performing tests comparing (human) 
physicist prediction vs. network 
prediction in both data and 
simulation. 

• Using Michel electrons. 

Louis Michel

muon

Michel electron

electron from decay 
of muon at rest
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INTER-PIXEL CORRELATION
• Masking all pixels outside 

of characteristics regions. 

• Qualitatively verifying 
particle topology is 
effectively used as a 
metric by the network.

The network is indeed focusing 
on the  length of a straight 

minimum ionizing particle trajectory!

separation increases with length

muon “track-ness”



“branching” structure fundamental for shower id 
without branching classification is ambiguous
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INTER-PIXEL CORRELATION
• Masking all pixels outside of regions. 

• Qualitatively verifying particle 
topology is effectively used as a 
metric by the network.

no increase with length, network focusing on dE/dx

Bragg peak (end of muon track)

electron “shower-ness”



Salvatore Davide PorzioA Deep Neural Network for Pixel-Level Electromagnetic Particle Identification in MicroBooNE 25

INTER-PIXEL CORRELATION

+
Bragg peak (truncated) electron shower
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INTER-PIXEL CORRELATION

+
Bragg peak (truncated) electron shower
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INTER-PIXEL CORRELATION

• Network’s confidence on Bragg peak remains very high for 
track-like classification. 

• Beginning portion of (truncated) Michel electron exhibits 
higher likelihood to be classified as shower-like.

Bragg peak 

very track like

Start of electron 

higher shower-like score
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PERFORMANCE IN DATA

Michel electron test 
w. < 2% disagreement!

input

human network

• Analogous to a Turing test. 

• Excellent agreement.
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CONCLUSIONS
• MicroBooNE is using Deep 

Convolutional Neural Network for 
physics analyses. 

• First application of Deep Semantic 
Segmentation Network for track/
shower separation in LArTPC. 

• Validation on real LArTPC data (first ever 
performed) showing excellent 
physicist-network agreement (>96%). 

• Qualitative tests confirming network able 
to focus on intuitively physically-
motivated quantities in the image.

Check out our 
SSNet paper: 
https://arxiv.org/abs/

1808.07269 
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BACKUP
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MiniBooNE

• MiniBooNE was a neutrino oscillation 
experiment. 

• Observed a 4.5σ excess of electron-like 
events at low-energy 
(6σ in combination with LSND). 

• Result inconsistent with Standard Model! 

• Is this really due to ν-induced e- or 
misidentified ɣ? 
MiniBooNE can’t tell.

2002
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MiniBooNE

• MiniBooNE was a neutrino oscillation 
experiment. 

• Observed a 4.5σ excess of electron-like 
events at low-energy 
(6σ in combination with LSND). 

• Result inconsistent with Standard Model! 

• Is this really due to ν-induced e- or 
misidentified ɣ? 
MiniBooNE can’t tell.

2002

muon electron or 
(possibly) di-photon

electrons 
or photons?



• MiniBooNE was a neutrino oscillation 
experiment. 

• Observed a 4.5σ excess of electron-like 
events at low-energy. 

• Result incompatible with Standard 
Model! 

• Is this really due to ν-induced e- or 
misidentified ɣ? 
MiniBooNE can’t tell.
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MiniBooNE

2002

electrons 
or photons?

MicroBooNE

2015



• MiniBooNE was a neutrino oscillation 
experiment. 

• Observed a 4.5σ excess of electron-like 
events at low-energy. 

• Result incompatible with Standard 
Model! 
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misidentified ɣ? 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MiniBooNE
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or photons?

MicroBooNE
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• MiniBooNE was a neutrino oscillation 
experiment. 

• Observed a 4.5σ excess of electron-like 
events at low-energy. 

• Result incompatible with Standard 
Model! 

• Is this really due to ν-induced e- or 
misidentified ɣ? 
MiniBooNE can’t tell.

Salvatore Davide PorzioA Deep Neural Network for Pixel-Level Electromagnetic Particle Identification in MicroBooNE 35

MiniBooNE

2002

electrons 
or photons?

MicroBooNE

2015

• Thanks to excellent e/ɣ separation, MicroBooNE will be able to investigate the nature of the low-energy excess.

ArgoNeut LArTPC paper: 
https://arxiv.org/pdf/1610.04102.pdf

https://arxiv.org/pdf/1610.04102.pdf
https://arxiv.org/pdf/1610.04102.pdf


MICROBOONE

8 GeV protons
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BNB ν



MICROBOONE

8 GeV protons

MicroBooNE
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1) Fermilab’s short baseline program: arXiv:1503.01520 [hep-ex]

BNB ν

• Liquid Argon Time Projection 
Chamber (LArTPC) 

• Short-Baseline Oscillation1 
Experiment (470 m baseline), along 
with SBND and ICARUS 

• Receiving muon-neutrinos from BNB

https://arxiv.org/abs/1503.01520


MICROBOONE

8 GeV protons

MicroBooNE 120 GeV protons
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• Filled with liquid argon at 
-168 °C 

• Electric field at 273 V/cm 
• Charged particle resulting 

from interaction ionize argon 
atoms 

• Ionisation electrons drift 
towards wire plane. 

• Collected charge makes 
possible stereoscopic view of 
event

1) Fermilab’s short baseline program: arXiv:1503.01520 [hep-ex]

• Liquid Argon Time Projection 
Chamber (LArTPC) 

• Short-Baseline Oscillation1 
Experiment (470 m baseline), along 
with SBND and ICARUS 

• Receiving muon-neutrinos from BNB

BNB ν

https://arxiv.org/abs/1503.01520


Salvatore Davide PorzioA Deep Neural Network for Pixel-Level Electromagnetic Particle Identification in MicroBooNE 39



Salvatore Davide PorzioA Deep Neural Network for Pixel-Level Electromagnetic Particle Identification in MicroBooNE 40

U-Net1 + ResNet2

1. O. Ronneberger, P. Fischer, T. Brox, “U-Net: Convolutional 
Networks for Biomedical Image Segmentation,” Medical 
Image Computing and Computer-Assisted Intervention 
(MICCAI) 9351, 234 (2015). 

2. K. He, X. Zhang, S. Ren, J. Sun, “Deep Residual Learning for 
Image Recognition,” Computer Vision and Pattern 
Recognition (CVPR), 2016 IEEE Conference on, 770 
(2016).
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lower resolution 
higher number of feature layers

ENCODER 
PATH

down to 16x16 
feature maps

CNN classification-like 
learning image features



Salvatore Davide PorzioA Deep Neural Network for Pixel-Level Electromagnetic Particle Identification in MicroBooNE 43

lower resolution 
higher number of feature layers

ENCODER 
PATH

down to 16x16 
feature maps

CNN classification-like 
learning image features

at this level, CLASSIFICATION can be performed

e.g. 
is there a track in the image:          yes 
is there a shower in the image:       yes
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DECODER 
PATH

convolution-transpose 
interpolation filter 

permits spatial dimension 
expansion

projecting learned feature 
 onto the higher-res image
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loss of resolution mitigated thanks to 
encoding-decoding path information flow

concatenation allows  information about spatial resolution to flow 
from encoding path (best possible resolution) to decoding path

ENCODING DECODING
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depth 3 
for 3 output categories
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category 1: 
SHOWER

category 2: 
TRACK

category 0: 
BACKGROUND

depth 3 
for 3 output categories

pixel-level 
category prediction

decoding path allowing 
for semantic segmentation
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TRANSFER 
LEARNING

• CNN (see our previous paper) trained 
on particle ID  (no semantic 
segmentation) using single particle 
images. 

• Transfer pre-trained weights from 
CNN to SSnet. 

• Provide excellent initial state for 
SSnet. 

• SSnet training then performs fine-
tuning.
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TRAINING

• Training is performed on “particle 
bomb” generated events. 

• Containing multiple charged particles 
sharing a vertex.

• Using “transfer-learning” technique. 

• Initial network parameters from initial 
classification task (see our CNN paper)

https://arxiv.org/abs/1611.05531
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• Training is performed on “particle 
bomb” generated events. 

• Containing multiple charged particles 
sharing a vertex.

TRAINING

• Loss computed summing over pixel-wise 
multinomial logistic loss. 

• But images are mostly background! 
We care more about not-background categories.

• Using “transfer-learning” technique. 

• Initial network parameters from initial 
classification task (see our CNN paper)

https://arxiv.org/abs/1611.05531
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• Training is performed on “particle 
bomb” generated events. 

• Containing multiple charged particles 
sharing a vertex.

• Using “transfer-learning” technique. 

• Initial network parameters from initial 
classification task (see our CNN paper)

TRAINING

• Loss computed summing over pixel-wise 
multinomial logistic loss. 

• But images are mostly background! 
We care more about not-background categories.

if unmitigated 
background dominates 

loss minimization!

https://arxiv.org/abs/1611.05531
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PIXEL-WISE LOSS
high vs. low information density



• A lesson to be learned from bio-medical 
imaging. 

• Low information density. 

• U-Net1 introduces a class-wise (CL) 
loss weighting factor which is the 
reciprocal for the number of pixels in 
each class.
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PIXEL-WISE LOSS

1. O. Ronneberger, P. Fischer, T. Brox, “U-Net: Convolutional Networks for Biomedical Image Segmentation,” Medical Image Computing and Computer-Assisted Intervention (MICCAI) 9351, 234 (2015).

(1) (1)

HeLa cells on glass recorded 
with DIC microscopy

high vs. low information density
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PIXEL-WISE LOSS
• Pixel-wise (PL) loss weights 

penalize mistakes. 

• Weights inversely proportional to 
pixel count in each category. 

• Allows network to focus on 
challenging parts of an image. 

• Extremely effective for low 
information density images.



overall background 
background separating features 

from overall background  
(2 pixels edge)
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PIXEL-WISE LOSS

enhanced by separating background 
into 2 categories:

• Pixel-wise (PL) loss weights 
penalize mistakes. 

• Weights inversely proportional to 
pixel count in each category. 

• Allows network to focus on 
challenging parts of an image. 

• Extremely effective for low 
information density images.
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PERFORMANCE
• Incorrectly Classified Pixel Fraction 

(ICPF) as performance metric. 

• Takes into account false positives, 
both for tracks and shower 
categories.

ICPF distribution 
from TEST set

• Extremely low ICPF. 

• Very well below 10% for test 
sample. 

• Performance varying over 
different signal domains.
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PERFORMANCE IN DATA

CC π0 test 
w. < 3.5% disagreement! 

input human network

• There is no truth label for real data. 

• Performing tests comparing (human) physicist prediction 
vs. network prediction in both data and simulation.



Salvatore Davide PorzioA Deep Neural Network for Pixel-Level Electromagnetic Particle Identification in MicroBooNE 58

CONCLUSIONS
• MicroBooNE is using Deep 

Convolutional Neural Network for 
physics analyses. 

• First application of Deep Semantic 
Segmentation Network for track/
shower separation in LArTPC. 

• Using transfer-learning and pixel-wise 
error to perform pixel-level labelling 
with average 6 - 4 % ICPF (for νe and νμ). 

• Validation on real LArTPC data (first ever 
performed) showing excellent 
physicist-network agreement (>96%).

Check out our 
SSNet paper: 
https://arxiv.org/abs/

1808.07269 
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