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The Cherenkov Telescope Array

B e

B

* Huge enhancement with respect to previous installations
— Sensitivity, energy range, resolution, field of view

Open observatory
— With 2 installations and more than 100 telescopes
— ESO/Chile (Paranal) and Spain (La Palma)
— Public call for observation proposals

Many telescopes, 3 types
“— technical challenge

Several Petabyte of data expected every year -

* A consortium with 31 Countries 203 Institutes, 1451 Members

— Including the vast majority e erts from existing experiments
jority o exp C ,,,g p :
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Primary ¥y

¥ -ray enters the
atmosphere

How will CTA
detect light?

Electromagnetic cascade

10 nanosecond snapshot
0.1 km? “light pool”, a few photons per m?.
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CTA at Paranal & La Palma
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CTAO Legal Entity ( Cta

 |n 2014, the CTA Observatory gGmbH was founded as interim legal
entity, located at Heidelberg, under German law, to prepare the CTA
implementation:

— Select and prepare two array sites + HQ + Science Data Management
Centre (SDMC)

— CTAO Staff: 30 persons (Jan 2019)
— Hiring, check CTAO webpage for positions

* The final legal entity for full construction, a European Research
Infrastructure Consortium (ERIC), is being set up under European
Union law (early 2020?)

CTA Software and Science Data Management | |. Oya 6



The CTA consortium (CTAC) Cta

31 Countries
203 Institutes
1451 Members



CTA Observatory and Consortium ( Cta

CTAC Key Science

Inpl.Jt to the CTA Consortium E
design (CTA o
. plane survey
Consortium) Gal. center survey
Extragal. survey
LMC survey
In-Kind
contributions Contributions
to construction to operation
(CTAC institutes) (CTAC institutes)
Cash for
construction .
(Agencies) Observatory Operation of the
8 full Observatory
Operations
funding :
(Agencies) Design and Observatory Proposal-driven
Construction of the open user

full Observatory programme



CTA Observatory Operations ( Cta

* An Open Observatory / User Facility
— For the first time in this waveband
— Annual AoQ, TAC ranking, long-term schedule
— Proposal preparation support, tracking, helpdesk, ... a
— Public science data archive — After proprietary period
 Two Telescope Arrays & HQ & SDMC — one Observatory
— Inter-site coordination
— Uniform approach to science operations

 Main Challenges

— Sub-array operation, wide field of view, instrument response generation,
background modelling, rapid alert generation and response, data volume,
science operations during construction

* A Software Instrument
— Software plays a critical role in all steps of the Observatory

CTA Software and Science Data Management | I. Oya 9



CTA Observatory Operations — Commitment ( Cta

e “Data” is the final product of CTAO.
— Everything else is “just support to get data”.
e Operating CTA as an Observatory impacts many areas
— Supplier — Customer relationship
e CTAO = Supplier, Science User = Customer
— “Observatory” means “Commitment” \
* To deliver data of defined scope, quality and within time
e To treat science users equally and fair o

* To keep the observatory at the forefront of state-of-the-art
research

— 30 years life time
* Significant maintenance effort
— Limited operations budget
* Build, operate and maintain simple and robust CTA system

CTA Software and Science Data Management | I. Oya 10



Alerts from Other Observatories

Observation
Scheduling &
Telescope
Control

Real-Time Self Alerts

Real-Time

Proposal
Handling

Analysis

Data
Acquisition
& Reduction

Observation Execution

Data
Processing

~10-100
TB/year

Science
Data
Archive

Data Processing and

Science User

Preservation Support

£

Other
Observatories

(Scientists)




Science Operations — Implications

* Science Operations = Data processing + User
Support Services + Computing Facilities Support

 Main elements for efficient and sustainable
science operations include
— Processing software
— Computing facilities and storage
— Expert people to run
* Processing software
* MC simulations
* Prepare and deliver science data to users

* User Support Services

CTA Software and Science Data Management | I. Oya 12



Science Operations — Implications

* Science Operations = Data processing + User
Support Services + Computing Facilities Support

e Main elements for efficient and sustainable

science operations include
— Processing software

— Computing facilities and storage

— Expert people to run
* Processing software
* MC simulations

(cta

* Prepare and deliver science data to users

* User Support Services

—_

Call for Proposals

Proposal Handling

User support services

Science Portal, FAQ, Newsletter

Pl interactions, incl. science alerts

Provide tools for proposal preparation, data
analysis

Science planning

Data processing and data quality monitoring
Data archiving

MC simulations

Provide instrument response functions
Science Analysis tools

CTA Software and Science Data Management | I. Oya
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Computing Challenges

Reducing On-site Data Volume
— 1000 PB/y directly coming out from cameras (mostly noise)
— Impossible to transfer via internet link (see later)

Storing and Processing Big Science Data:

— Computing resource requirements imply distributed computing
model

— Data volume is too big to separate storage from computing
Simulating CTA

— Development of extensive air showers

— Propagation of Cherenkov light

— Cherenkov photon ray-tracing through the telescope optics to
Camera

— Photosensors simulation and camera electronics
Developing a Data Processing Pipeline

— PBsof data

— Distributed team of developers.

(+many more computing challenges for e.g. control and supervision of
100 telescopes, sub-array operation, scheduling)

CTA Software and Science Data Management | I. Oya
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What is Software Architecture? ( Cta

Architecture

CTA Software and Science Data Management | |. Oya 17



Main CTA Systems Cta

Science Operations Technical Infrastructure Observatory Operations and

. . Administration
*  Observation Execution System (OES) *  Telescope (TEL) [*]

e  Data Processing and Preservation «  Safety System *  Operations Support System (OSS)
System (DPPS)

*  Science User Support System (SUSS) ’
e  “The HUB” e Array Infrastructure Elements (AIE)

Auxiliary Instruments (AUX) . Management and Administrative
System (MAS)

[*]1 to N telescope systems, several types




The CTA Observatory System Architecture ( Cta
E

CTAO + Fraunhofer IES

Architecture summarizes all decisions taken in the project, with views representing the resulting
system structures

Complete scope: the whole CTAO System
Integration architecture: Integrates all CTA (sub-)systems
Includes everything: systems, stakeholders, processes, data, interfaces...

Model-based and formal B
o
: - Overall P
approach: : R
—  SysML/UML notation g
(@]

— Implemented in
Enterprise Architect

@ENTE{RPRISE
ARCRHITECI

CTA Software and Science Data Management | I. Oya
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Architecture
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: Expert Science : Science User

Context of the %55

Archi
chive Query, Science Users, Observation Proposal
Observation !
Feeback, Observation Proposal 1D,
Proposal, Ticket N
A i Proposal Support Tools, Science Support
Data for Expert Archive Query, Tools, User Support
Users Ticket
S '_

Expert Science User  « GT A Observatory Science Data and Announcement of Opportunity,
Tools Gateway MM/MWL Observation - Scientific

Information, Resource Request .
Community

. - Science Alert, Imminent Gatewa
: C°||_ab°|_'§t'n9 Observation Schedule /
Scientific | —————» 11 Inter-Facility Collaboration
Facilities Imminent Observation Scientific Community []i
Resource Request, Vo Request, | () (O O
Gateway Feedba ck, MM/MWL Observation j: j\» j:

Schedule, Science Alert
Information, External
Multiwavel ength Data

External Laser

: Laser Traffic Observation Lis )
Control System iﬂ Laser Avoidance

LIDAR
Observation List

Advertisements, i
. : Background Light, \nformation : Outreach User
: Universe Cherenkov Light
> Outreach
Gateway Information Request,

Outreach Feedback

Environmental

: Site Conditions
Environment >
Environmental ) L Report, & : Sponsors
: External Monitoring Information Environmental Monitoring i epo;eq:;me
Environmental > 0 Information Gateway Sponsoring [
Monitoring Gateway Financial
Contribution
Systems P " Products and Admin Hosts
Engineering O Services Gateway
L J | S
;Zgi::;ring bata Er;gtianeering Report, Suppdrt | Report, Support In?s:r‘:i::i'on Report
9 Request, User Provision
Support A
A
. : Hosts and
: Contributors < Product, Logistics Request, Neighbours
! Product Request,

A
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The CTA System Structure

Legend
@ system
O

Collection of Systems

— Information Flow

Expert Science
User Gateway

Science Data and Tools
Gateway

ibd [System] CTA Observatory [CTA Observatory System Dataflow]J T

Data for Sci Observatiol Observation
ata for Science Users, Proposal Proposal ID,
Data Availability Observation
Data for Information, Science Proposal
Support Tools, Proposal
Expert Us
pert User SupportTools, User Archive Query, Feeback
Support Ticket
on Archive Query,
Inter-Facility
. DLO.*, Observation Metadata H Ticket
Collaboration [—11 Science Alert, Imminent Observatign Schedule ‘ . Observatlon . 4 = . Data Process'ng l Jnouncement of
< cience Alert Analysis . Opportunity, MM/MWL
S Aert, | it Observation Schedul . pportunity, : o
cience Alert, Imminent Observation Schedule Execution s stem Configuration and Preservahon > . Scientific
L B 4 UDARObservation List y Data for Science Users,
aser Avoidance | | rasta ;
] > System Data Processing Status Feedback, MM/MWL Commu mty
External Laser Observation List Observation Information,
I 4 External Multiwavel ength Gateway
Data, VO Request
—
Camera Raw Data (RLTEL®)| | pjcccope ] C°':gg“’a“°"'
Camera Trigger Timestamps, Atmospheric fentity
Telescope Monitoring Data, ?ZEZ;:: Monitoring Device Interlock and ' Mid-TermSchedule, IDAR Attributes Deta o '
Telescope Status, Al arm, " Measurement, LIDA Satefy Elements [Observation List, Configuration, Long-Term roposa
Configuration, Identity Attributes Transfer Schedule, Execution
Software Logs Flagged Camera D313, Weather Statug, Status, Telescope | | Alarm, Alarm Y. Status ot " lstatus dentity Advertisements,
Weather Forecast, Safety Status, | [Lo8 " Information
Al Quality Re t
ﬂm;%;gjrr\ps Auxiliary Instrument Safety Signal Psrtozasa\ozest'u:’mn uallty Repor Atributes Ll \FJ OUtreaCh
3 atus, atus. L
Power Status, Ali;ms, Softwafe Infrastructure Moni toring, Tioeeframel, |nformation Request, Gateway
Command & Configuration, Outreach Feedback
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— - Monitoring Data,
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8ackground Light, : Telescope melokstas, s Gafety and Alarm Environment tatu] P Quality
Cherenkov Light Telescope Power Report, System H l S t Syst l Report
. Unive rse tus S Stem Status Report, Ticket, UPPOI' YS em
. y Array Status Report v
Safety Signal I Site Health l
Configuration Y
- — - -
Central Power Status, Management
Operatior
Calibration Central Telescope Infrastructure Status, Report | | Information,
Light Infrastructure Power Qual\ty’ Observatory
Status safety Report Documents |l
i Signal
Reference Time 5¢ : Management
! A 0+ 8!
=
Synchronisation Status Auxiliary Instrument A Financial Contribution :
Site Command, Auxiliary - and l_—_ } Sponsoring
. aH Instrument e 2
: : Auxiliary Coniuraion Avilar : Array Administrative Repor Resurce Reauest Gateway
Environment Inst t Instrument Reposition System
Environmental Conditions C \d, Pe
——————————————————— nstruments ommand, Power Infrastructure yste
Configuration, Test Plan 1 1
) safety Signal Elements support| | support
Environmental "
Environmental Infrastructure Status, Request,| - |Provision,
Monitoring “’; ronmenta! Environment Alarm, Interlock Status, Auxiliary Infrastructure Monitoring Report Report
f X ontong. Instrument Power Status, Device Fault L —C 3 Y Report Information
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Reference Time Auxiliary Instrument Logistics Request) rvice
Gateway Power Status nginearing| | g Resource Request] | procduct,
Synchronisation Status Data @ Product RequestY | Service
Central Power Status Request
I - S -
CTA Software and Science Data Management | I. Oya Engineering  Procurement Products and — Hosts

Admin Senices Gateway

21



The CTA System Structure

System
Collection of Systems

— Information Flow

Inter-Facility
Collaboration

Environmenta
Monitoring
Information

Gateway

CTA Software a

Provision,

dire Monitoring Report

Information,
Service
Logistics Request|
Engineering Resour ce Reques!
Data

Product Reques
Request

Engineering  Procurement Products and Hosts
Admin Services Gateway

L Gateway




Data Flow & Analysis Categories Cta

* Three analysis categories
— Cat A: at the sites, real time,

robust, generate internal science
Simulations alerts, online data quality
— Cat B: At the sites, offline (e.g.

next day), tailored version of “C”
-> Higher sensitivity than Cat. A,

CTA-North

Tele-
scopes PB/y

Science Science at next morning
inal i Dat e .
. Gl e Procesne prep:r:tion Portal — Cat C: offsite, final analysis results

with maximum sensitivity, much
more computing (and time)

Tele-

scopes PB/y o v - o requ ired
R e «  Strong data reduction

— Data will be reduced art several

levels, from the photon-detector
data up to the data delivered to
the science users.

DL5 (Science Quick-Look)

CTA Software and Science Data Management | |. Oya 23



Data Flow — From the Cameras to the User Cta

Reduction at the site
| L] | L] | L] | L] | L] | L] | I
Q\e\

Array of telescopes

X Limited
\SO\) bandwidth

User ’SDM Nodes

CTA Software and Science Data

24
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Computer clusters at mainland
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Solving the Data Volume Problem (l)

7
/

Array of telescopes

\&°

Reduction at the site

Still need factor 10
reduction due to
available bandwidth

~2PBly

5

Take into account
variations in data
volume
acquire/day of
the year...

Time since Data Acquisition(days)
LRS——

0.

W0 00
Oy of the year (2014)

Daily data transfer duration/ Day of the year

CTA Software and Science Data Management | |. Oya

-

o o o o o o e o e

Limited
bandwidth

ar

Note: larger
bandwidths may
become eventually
available
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Solving the Data Volume Problem (lI) Cta

—— o o o o o o - -

Reduction/Processing offsite

~

l g : 3 .,Redu on/Processmg |
User . A A v S Nodes
CTA Software and Science Data

26
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Computer clusters at mainland



Data Reduction

¥ position (m)
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CT100 (NectarCam), event 0000087212

150

075
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Camera event

CT100 (NectarCam), event 0000010217

CT100 (NectarCam), event 0000010217

CT100 (NectarCam), event 0000010217

¥ position (m)

¥ position (m)

s

05 00
X position (m)
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CTA Pipelines:

4TB/y

\  Reduction/Processing offsite

CTA Software and Science Data
Management | |. Oya

Common Core Package

12 PB/y

4 PB/y

ctapipe is glue between various components.
Provides common APIs and user interfaces
packaging, etc.

‘P“‘_\ Pipelli:e release &
A Python package for too
gamma-ray astoromy (batch deployment

—_—

executables)

astropy -
@astrony. o
package/framework advanced
. pipeline
applications Conda

i = Package + Virtual
(inlne, Streamlng' Env containing

DAQ interface, ...) fixed fa

’ —/,—-—-P
B

& matplotlib

PyTest
for unit testing

EventlO wrapper

algorithms
(python) | algorithms
(C/C++)

—— o o o - o -
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Exploring technologies for the DPPS data centers

File Transfer

CERN FTS, DIRAC-DMS mirroring

Bulk Archive CTA Archive Prototype (Xtreme DataCloud), DIRAC-DMS/SMS, CTA Data
Model

Simulation Corsika/SimTelArray, GROptics, ROBAST, ...

Pipelines ctapipe, astripipe

Computing and workflow management

CTA-DIRAC, OPUS

User Interface

Lightweight Science Gateway, OPUS web interface, Dirac web interface.

CTA Software and Science Data
Management | I. Oya

cta

29



CTA Science Operation Information Cta
Synchronization — “The Hub”

Science User Support _ Observation Execution
System (SUSS) Scheduing System (OES)

Observation Control and
Planning Acquisition

Realtime
Proposal Processing
Handling

Next-Day
Processing

. imulation:
Science Simulations

Portal .
Data Processing and
Science Preservation System

Data Processing
Preparation ( DPP S)

CTA Software and Science Data

Management | |. Oya 30



Role of the CTAO
Science Data
Management Centre

at Zeuthen

* In charge of science operations and making
CTA’s science products available to the
worldwide community

 Manage CTAO offsite processing software. In
particular:

— Data Processing and Preservation System
(DPPS)

— Science User Support System (SUSS)
— Master node of “the HUB”

----




Models for Data Processing as part of Science
Operations

cta

* Different computing models under investigation for CTAO
*  SDMC computing resources: local + CTAO Contributing institutes and (+ cloud?)

1 Node

Simulations

Final Processing

Bulk
Archive

SDMC

SDMC

n Nodes

Simulations

Final Processing

Bulk
Archive

1 Node

Simulations

SDMC

Final Processing

Bulk
Archive

n Nodes
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SDMC Building at the DESY Campus in Zeuthen ( Cta

New SDMC building as part
of a DESY Zeuthen campus
master plan

Competition to design and
construct a new building
started
1,200 s square metres of
useable space
— canteen
— education centre
Final decision on the winning

design is planned for early
March 2019

CTA Software and Science Data Management | I. Oya 33



SDMC Building at the DESY Campus in Zeuthen

Baufeld Neubau
CTA SDMC & Campus-Kantine (=gl

g e
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T \\
.

y
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(cta

New SDMC building as part
of a DESY Zeuthen campus
master plan

Competition to design and
construct a new building
started

1,200 s square metres of
useable space

— canteen
— education centre
Final decision on the winning

design is planned for early
March 2019
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SDMC - Now

* 2 CTAO staff already allocated in an
existing building on campus

— Me and MF — SW teams coordination

*  Room for adding immediately 6 more

—  will grow to support the construction of
the CTA software products and to
organize science operations

»  Already significant activity in our
meeting room




Conclusions and Outlook
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Bologna, 6-9 May 2019
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cta

Backup

CTA Software and Science Data
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Processes of the CTA Observatory

Process-based analysis
Covering full scope of CTA

150+ processes at different levels of abstraction
Modeled with tailored activity diagrams

act Top-Level Processes 0ve|view/

Observe with CTA: from
Announcement of
Opportunity to Scientific
Result

Engineering: Provide

Instruments, Infrastructure,

Software and Services
from Requirements to
Setting to Work

Management and
Administration: Execute
Project from Planning to

Closure

Maintenance: Maintain
Systems from Issue
Identification to verified
Overhaul

Report to Stakeholders:
from Observatory
Operation to Report to
Stakeholders

Outreach: from
Observatory Operation to
Knowledge Transfer

«Data»
Observation
== Proposal [-——--
«datafl ow» |
«Role» ) |
Director }Ge neral } }
«performy» | «datafl ow»
) | \
Vv ‘ Vv
Issue Submit Proposal Review Proposal Approved
N Send proposal >@ final listof
.—% of Opportunity review report proposals
> [l_________J L / ________ created
; 3 !
| I
} } «datafl ow»
«dataflow» ! }
| [
«Data» «Organizati... «performn |
Announcement dotaf Scientific «System» | Vi
ity («dataflow»|  communit : !
of Opportunity | 77% 2 Y Sdence User Support System I | Observation Proposal Feeback|
«Data»
== Observation Proposal Review
Report
. <= — —-«dataflow». |
CTA Software and Science Data
«Role» 3 9

Management | I. Oya

Guest Observer




«dataflow»

«Data»

P ] Observation | ____ -
| Proposal ID |
a m e ro c e s S «dataflow» Ob servation Proposal Feeback |
I
””””””””””””””””””””” «Data» << ——————1 A |
\y Observation Proposal not ok } } }
| | |
| | |
T Y N Tt T, «datafl ow» } }
| | | I ! |
I I I I ! I }
} } «Role» } } | ! !
| | Guest d‘)bserver | | «dataflows «Data» «dataflown _Send_ «dataflow» ‘
| | I } | |-——>> Observation |————— notification ! ‘
. y | ! Proposal Draft | that the : |
«perform» «perform» «perf‘orm» «performn» «perform»} | proposal I }
! ! ‘ ! ! | | is not ok } I
I I ! I I ! I | !
I I ! I I ! I h | !
I I } | I ! I | | |
\y \‘/ \‘/ } \‘/ proposal not | ! |
" «Action» - ok ! ; !
Begin of «Action» «Action» «Action» N «Action» «Action» perosaI «Action» «Action» |
3 Check for ok
L3 Authenticate to Create new or - . . i )
.% proposal Prepare submit a modify already duplicate Al sty Verify Proposal ‘ Store Proposal Rotiyjoucst
round Proposal Proposal stored Proposal observations on Proposal form | observer
p the same target | ‘ }
A ‘ ‘ R ;) | - ‘ |
I I i I I I | I I | I
I I i I I I | I I | I
I I i I I | | I I | I
I I i I I | | I I | I
I I i I I I | I I |
I I i I I I i I I i )
! ! «perform» | I |
«perform» «perform» “P erfg rm» “ erf‘o rm “«® erf‘o rm ; « per‘fo rm»  «performy» } «perform» }
i i i
I I } I I I | I I | I
I I I I | ‘ I I | I
| | «System» | | | } I | | |
} } Science User Support System } } } | } } } }
L Ao ] L L L e d Ll _____ J !
I
‘ 1
I
= | «Data» o
l—————>> Observation
«datafl ow» oncs Sy

Process diagrams specify and document design decisions:

* Tailored activity diagrams
e Conceptual data flow

Performing system and/or human actor (“stakeholder”) ¢4 software and Science Data
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«block»

Block definition diagram
CTAO Context | -

: Collaborating Scientific Facilities

: CTA Observatory

: External Environmental Monitoring Systems
Laser Traffic Control System

Context

references
:Universe <>
- Site Environment

«Role instance»
: Outreach User
: Expert Science User
Science User

«OrganizationRole Instance»
: Contributors
: Hosts and Neighbours

- Scientific Community - >
: Sponsors
«System» «External S.vst:n!,blc{(k: :(v)rgavnization Rol.e» «Physical Objects
CTA Ok tory Cnlaboritmg_Soenhﬁc Scdentific Community Universe
ports
Array Infrastructure Elements P h 1 I
Auxiliary Instruments «Role» ys I Ca
: Data Processing and Preservation System Science User
A 1t and Administrative System - M
N " External System,block» Organization Role:
: Observation Execution System Laser Traffic Control System S Ean‘d NI ihk :‘ «Physical Object» J e C S
: Operations Support System Site Environment
: Safety and Alarm System —
Science User Support System
Telescope «Role»

«Role instance»
: Configuration Manager
: Data Processing Manager
: Data Quality Scientist
: Director General
Expert Operator
Instrument Scientist
Maintenance Engineer
: Operations Support
- Operator
: Outreach Officer
: Simulation Scientist
Software Maintenance Engineer
Support Astronomer

«External System block»
External Environmental

«OrganizationRole instance»
Time Allocation Committee

oo
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External
Systems

«Organization Role»
Sponsors

Expert Science User

«Organization Role»
Contributors

7

«Role»
Outreach User

External Stakeholders
and Organisations
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Figure 31: Users of the OES.

Architecture Reference
Documentation

Reference Documentation for each
individual system

Input for detailed (sub-)system
architecture and product-level
requirements

Includes scope, context, functionality and
interfaces

Diagrams and accompanying
specifications and notes

4.3.6.6 Users 4.3.6.4 Main Processes

The main processcs to which the OES contributes are (only top two levels listed):

Observation 1. Observe with CTA: from Announcement of Opportunity to Scientific Result
Execution a. Schedule Refinement: from Long-Term Schedule to Short-Term Schedule
System __ b. Observation Execution: from Short-Term Schedule to Collected Data
¢. React to Target of Opportunities: from Received Science Alert to Updated

. . Short-Term Schedule
e e d. Science Alert Generation: from Collected Data to Generated Science Alert

. \ Process Data: from Collected Data to Archived Science Products
\

2. Maintenance: Maintain Systems from Issue Identification to verified Overhaul
a. Calibration: Perform, Check and Refine Calibration and Calibration
/\ Instruments
. Issue Identification: from Collected Data to Identified Issue
Maintenance and Upkeep: from Identified Issue to Verified Maintenance,
Calibration or other Action

I

=

/\ \
Operator Expert Operator  Configuration upport
Mar Astronomer

a
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SUMMARY

Summary table
INAME AND ACRONYM

Name and acronym of the system used throughout the section.
SCOPE

Summary of the main responsibilities and functionalities of the system under discussion.

CONTEXT
Environment of the system under discussion showing the main interactions and information flow with
the surrounding internal and external systems and stakeholders.

USERS/STAKEHOLDERS
- EXTERNAL USERS

External users of the system which interact with the system and are supported by the system to
execute certain actions. The users can be external or internal to the CTAO.
- INTERNAL USERS

Internal users of the system which interact with the system and are supported by the system to execute
certain actions. The users can be external or internal to the CTAO.

MAIN DATA ELEMENTS

Main conceptual data elements that are exchanged with the users and other systems (either as
produced or consumed data) and are handled and/or stored within the system under discussion.

FUNCTIONALITY
- USER-SUPPORTED PROCESSES AND ACTIONS

Main actions and related processes in which the system supports an internal or external stakeholder.
- AUTOMATIC PROCESSES AND ACTIONS

Main actions and related processes that are performed by the system.
INTERFACES

List of all the main interfaces with their purpose.
DEPLOYMENT

Number of instances of the system currently envisaged to run simultaneously (single or multiple
instances) and its deployment location (either on site, off site or both).
NOTES

Additional notes.

42



