Reliability iIn Supercomputing -
rends and Challenges

Peter Troger (@ptroeger)

Beuth University of Applied Sciences
Berlin

GridKa Summer School

August 27th 2018




Supercomputing

There are three ways of
doing anything faster:
Work harder

Work smarter

Get help

Next station: Exascale.




—xascale Computing
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—xascale Computing

Fujitsu Reveals Details of Processor
That Will Power Post-K FUﬁI'SU

A64FX"

scheduled to begin operation in 2021. l

Supercomputer

Michael Feldman | August 22, 2018 16:00 CEST

Fujitsu has announced the specifications for A64FX,

an Arm CPU that will power Japan’s first exascale

[top500.0rg]

supercomputer. The system, known as Post-K, is

,Using the conservative 2.7 teraflops/chip estimate, it will take more
than 370 thousand of these chips to get to a peak exaflop ..."

... the system would need more than 1,000 such racks in the final
exascale machine.”


http://top500.org

—xascale Computing

Millions of compute cores

Billions of concurrent activities
Faults in the order of minutes
Checkpointing takes hours

Silent data corruption everywhere

Software faults everywhere

[ THIS IS FINe.

Redundancy limited by costs and power wall (20MW)



—xascale Reliability

Let’s just keep the current mean time to interrupt (MTTI)
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(Wrong) assumption: No major change in technologies.



—xascale: Two fronts

Increasing
Performance

Increasing Reliability

/]

High-Performance

Desktop Systems

Design Space

Computing

High-Availability
Systems

V Airplane

> Increasing Costs



Reliability 101

Fault intolerance - , They are not acceptable”
Fault prevention -, Do not introduce them*®
Fault removal - ,Remove them”

Fault tolerance - , They happen anyway”
Error recovery - ,Heal their effects”

Error mitigation - ,,Circumvent their effects”

Models to understand the fault -> error -> failure chain



Available data

The table below provides an overview over the availat

HPC Reliabllity - Fault Classes

4 Name Time period System type

LANL Dec 96 - Nov 05 HPC clusters

.It is important to note that the number
of failures with undetermined root SOl A 0L wayos e dus

cause is significant. [...] hardware and MPCZ  Jan04-Jul05  HPCcluster

software are among the largest
contributors to failures.™

h d PNNL Nov 03 - Sep 07 HPC cluster
[ ] NERSC 2001 - 2006 HPC cluster
COM1 May 2006 Internet services
100 v cluster
[ JHardware
B Software
sol 1T INetwork COM2 Sep 04 - Apr 06 Internet services
[ | Environment cluster
. N Human
= Hl Unknown o A
P | D COM3 Jan 05 - Dec 05 Internet services
_%’ cluster
c
as
&
&2 ask.com Dec06 - Feb 07 Internet services
cluster
Cray N/A Cray systems
0O Intrepid n09 - 9 | ene/
D E F G H All systems Intrepid  Jan 09 - Aug 09 Blue Gene/P




PG Reliability - Compilers
Run faster through better code

Compiler optimizations have a
reliability impact [Ashraf17]

Simulated register bit flip
Compiler-based faul injection

Varying increase of failure rates
from increasing optimization

Blindly applying maximum
optimization is no longer
feasible
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OC Reliability - DRAM

Soft errors through package pollution, temperature, cosmic rays ...

Example: Analysis with disabled ECC in an HPC cluster
[Bautista-Gomez106]

923 nodes, one year, 4.2 million node errors detected,
up to 9 corrupted bits per word
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Over 99.9% of errors in less
then 1% of the nodes
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Recommendation: Put nodes
iImmediately into quarantine
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HPC Reliablility - Long Term

5 years of logs for IBM Blue Gene/Q Mira system [Di18]
49.152 nodes, 786.432 cores, PowerPC A2 1.6 GHz

80% of fatal events are indicated by ~20% of the monitored attributes

Strong clustering Ll
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PU -> GPU

1000
Exa
Peta T
100 1.5x from transistor

8x from transistor 670x from parallelism

Tera 128x from parallelism

Relative Transistor Performance

10
Gi 32x from transistor
ga 32x from parallelism
1
1986 1996 2006 2016

*S. Borkar, Intel
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HPC Reliabllity - GPU

- Titan supercomputer [Nie16]
- 18.688 x K20X, 6GB memory, 60 Million node hours, 5 months
- Single-bit-errors do not correlate with core / memory utilization

- Application / user is relevant
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Clouds?

Approach: Redundancy with cheap hardware

- Virtualize everything
- Replicate everything
- Reduce data consistency
- [reat errors stochastically

Load balancing and failover
are comparable problems

15

[Facebook]



Clouds?

- Google & friends solve a different problem
- Cloud: Billions of small single requests, throughput counts
- HPC: Thousands of gigantic single requests, completion counts

+ Clouds aim for availability, HPC (still) for reliability

IT'S AS IF YOURE A
TECHNOLOGIST AND
A PHILOSOPHER ALL

IN ONE!
1/,

BLAH BLAH

I HIRED A CONSULTANT
TO HELP US EVOLVE OUR
PRODUCTS TO CLOUD

COMPUTING.

BLAH BLAH CLOUD.
BLAH BLAH CLOUD.
BLAH BLAH CLOUD.
BLAH BLAH CLOUD.

©2011 Scott Adams, Inc./Dist. by UFS, Inc.

Dilbert.com DilbertCartoonist@gmail.com
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[dilbert.com]


http://dilbert.com

Proposal: Embrace the Uncertainty

Reliability is getting crucial (again).
Post-mortem analysis is too late.
Hardware can no longer solve it alone.

It does not help to walit.

Accept that you have no clue about what is going on.

Create novel ways to deal with this partial system knowledge.

Make uncertainty explicit.

http://amybrucker.com/
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Uncertainty: Imprecise Models
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Uncertainty: Resilient Programming

Processes need to fail-fast

Applications apply own fault tolerance
schemes

User level failure mitigation (ULFM)

Actor-based message passing

Automated instruction redundancy
Active participation by HPC users

Old codes will most likely break

save checkpoint ()
result = primary module ()

1f acceptance test(result):

return result

else:
load checkpoint ()
result = alt modulel ()

1f acceptance test(result):

return result

else:
load checkpoint ()
result = alt moduleZ2 ()

1f acceptance test(result):

return result
else:
terminate ()
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Uncertainty: Anomaly Signals

Anomaly detection approach

[Oliner08, Salfner1?2] ) (B o) (D
Monitoring signals
Monitoring on different z| [z c)[a
SyStem |6V6|S Wlth anomaly anomaly T O.,anomaly
iIncompatible metrics
|J\,./\\~ t M t |,._/\-W... t
Y Y Y Y

Each error situation can best
be identified by only one of
the system layers

correlation A,C *,

ldea: Normalize and correlate

health indicators across all
system levels

| Correlation l

correlation A,D
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You are not alone ...
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Conclusion

- Reliability must become a first-class citizen (again)

- Proposals:

It doesn't matter how many resources you have.

- Learn from the non-HPC world

- Responsibility must move
upwards In the stack

- Make uncertainty explicit,
on all layers

* ,,WOFK Smal”[er“ If you don't know how to use them,

it will never be enough.
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