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Use cases

Introduction Data-integrated AI for Materials

AI Models and Learning

Solid Oxide Fuel Cells

An active-learning framework uses Bayesian Optimization to automate 
the search of optimal parameters for phase-field simulation studies of 
aging Ni-GDC anodes in Solid Oxide Fuel Cells.
It provides an efficient exploration of complex, high-dimensional 
parameters space to create highly informative datasets.

Porous Microstructures

A deep generative model characterizes the solid electrolyte 
interphase in batteries. Using interactive input features and 
output feature definition, the model’s architecture is 
controlled by specified hyperparameter ranges. The latent 
space is organized by an additional regressor based on 
physical properties. This method streamlines the process, 
complementing traditional characterization techniques.

User Interaction

Efficient interfaces between data and AI models are 
necessary to enable data-driven modeling. Data-integrated AI 
models directly connect with the research data management 
solution to extract knowledge, learn, and control scientific 
workflows based on data.

Effective research data management, efficient interfaces and AI enable to
- Automatically extract knowledge from data (unsupervised learning),
- Train generic models to predict directly from data (supervised learning), and
- Control scientific workflows based on data (active and reinforcement learning).

The Kadi Ecosystem for integrated AI

Studio

Open-source platform for FAIR
research data management [1]   

Electronic ab notebook and 
scientific workflow engines [2]

Interface between Kadi4Mat and 
machine learning tools [3]

Computational Intelligence and 
Data Science framework [3]

Upload results
into Kadi

Oracle Runner Evaluator

Data and model definition through interactive dashboards

Interactive dashboards help 
domain experts aggregating, 
preprocessing, and visualizing  
their data from multiple files. 
Furthermore, the dashboards 
help the users select suitable AI 
modes and learning algorithms.  
Finally, the dashboards monitor 
and visualize the learning 
process.

Characterization of Solid Electrolyte Interphase using 
Deep Generative Model

The FoAIm project aims at predicting 
mechanical properties and designing foams. The 
complete ML pipeline from data conversion to 
model evaluation is implemented with CIDS. It 
combines experimental and machine-learning 
methods by linking foam microstructures to their 
mechanical properties and generating 
microstructures for given properties.

1 2 3

Concept level The meta information for data, models, and learning algorithms 
defines the boundaries in which an AI solution is investigated.

The individual entities of data, model, and training with 
fixed  configurations. Leverages existing ML libraries.

Instance level

Data definition Model function Learning pipeline

Data Model Training

Search algorithms and active 
learning models explore and
investigate the boundaries for 
the best AI configuration

Tuning interface

Materials research 
Domain problem example

Enabling data-driven modeling

All research generates data, extracts knowledge, and develops models within 
scientific workflows. Manual knowledge extraction and execution are often implicitly 
used for conventional static datasets but becomes unfeasible for vast, dynamically 
changing datasets. However, the data-driven modeling paradigm necessitates 
efficient interfaces between data and models through research data management.

Aims for Artificial Intelligence (AI)  in materials science

Targeted Design

Simulations

Augment data set by adding new targeted design

Analysis

Bayesian Oracle
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