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Congratulations	30	years	
anniversary	of	CORSIKA!!
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Congratulations	30	years	
anniversary	of	CORSIKA!!

How	old	is	COSMOS?
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What are these ? floating  * :  ~100μs 
Core memory  
             size: <  *1MB 
          (~*100kwords) 
No HD:  
No Screen Display 
 (Lots of lamps on the 
console) 

Machine language 
Assembler language 

Algol  
Fortran 

search max;  

Kamiokande started

Nu from SN 1987A 

Super Kamiokande

SK  Atmos. Nu Oscil.  

~1970Dawn period of 
Cosmos

“Large” scale (or Main frame) computer 

Slides	by	Prof.	Kasahara in	the	atmospheric	neutrino	
workshop	at	Nagoya	in	March	2019
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COSMOS	General	Features

• Monte	Carlo	air	shower	simulator
• Fortran	(+	C)
• User	Interface:	Fortran	(or	C++)
• Compiler:	Formal	Fortran

• Intel	Fortran
• GFortran (available	since	COSMOS	v8	in	2017)
• cmake available	soon

• Thinning
• Parallel	computing

• MPI
• Skelton-smach- flesh	method

• Hybrid	AS	size	computing	(MC	+	analytical)

New	team	:
K.Kasahara,	T.Sako,	A.Taketa,
N.Sakurai,	H.Menjo,	Y.Tameda,
N.Sakaki,	Y.Tsunesada,	T.Fujii +
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Physics	Processes

• Elemag
• Photoelectric	eff.,	Rayleigh	scat.,	Compton	scat.
• (Mag.)	Pair	cre.
• Brems.,	e+	annihilation,	Bhabha,	Moller	scat.
• Synchrotron
• Photo-hadron	prod.
• LPM	effect	on	brems.	and	pair.
• Multiple	scat.

• Muon
• Brems,	pair,	nucl.	In.
• Polarization,	stopping	mu- capture

• Hadron
• Interaction	models
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Multiple	definitions	of	
particle	pick	up	heights

Interaction	models	with	switching	thresholds

Primary	definition	in	
a	separate	file

Observation	site in	
longitude,	latitude

Interaction Models

  ad-hoc                       > threshold           employed only for rescue  

Model                     Energy (GeV)          Remarks 
dpmjet3                 >  threshold             <5GeV ~ Nucrin. Ela included. charm.    UHE ? 
QGSJET03             > 80                                  
QGSJET04             > 80                            LHC tuned 
EPOS1.99               > 80                             
EPOS-lHC-3400  > 80                           LHC tuned 
EPOS-lHC-3700  >  80                          LHC tuned.  A>56 can be used 
Sibyll2.1                  > 80                           essentially for p, Air target  
Sibyll2.3c               > 80                          //  charm  included 
JAM                            < 106                         spectator fragment  ng   
PHITS                        < 2                            JAEA  code.  nutron interaction    
Sofia                          > 0.14                      photo-hadron production 
Fritiof1.6                  < 2000   
Nucrin                       < 5                             

Control	parameter	list

Ranges	in	zenith,	azimuth
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Primary	definition	

0000-41c0-16ae-f0d6-467.txt
#
# See more samples and detail in $COSMOSTOP/Data/primary/
# 

# The next is an example of a complex composition at low energy
#-----------------------------------------------------------
  'p'   'GeV'     'KE/n'  'd'     0   /
 0.1     1.2
        0.2     1.5
        .3      1.7
        .4      1.9
  .5 1.93
  .6 1.9
  .8 1.8
  1.5 1.5
  2. 1.25
  3. .8
  4. .55
  10. .1
  20. .02
  100. 2.8e-4
  0 0
  'He'  'GeV'    'KE/n'  'd'      0  /
  .1 .7
  .2 1.
  .4 1.2
  .6 1.25
  .8 1.2
  1. 1.15
  2. .7
  5. 0.35
  10. 0.065
  30. .008
  100. 2.e-4
         0        0
  'CNO' 'GeV'    'KE/n'  'd'      0 /

          .1 .013
  .2 .28
  .3 .4
  .5 .65
  .8 .8
  1. .85
  1.3 .88
  2.0 .75
  4. .35
  6. .2
  10. .07
  20. .012
         0        0

第 1 页

Of	course,	mono	energy,	simple	power	law	are	simpler

‘primary’	file
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User	code	and	input	files	(FirstKiss as	an	example)

chook.f
subroutine	chookBgRun
subroutine	chookBgEvent
subroutine	chookObs
subroutine	chookEnEvent
subroutine	chookEnRun
subroutine	chookTrace
subroutine	chookEInt
subroutine	chookGInt
subroutine	chookNEPInt

param
ASDepthList	=	3000,	4000.0	6000.0	
10000.0 .0	.0	.0
ASHeightList =	.0,	.0,	.0,	.0,	.0,	.0,	.0,	.0,	.0,	.0,	
Azimuth	=	(0.0,360.0),
BaseTime	=	10.0,
Cont	=	F,
ContFile	=	'	'
CosZenith	=	(0.9,	0.9)
CutOffFile	=	'	',
Ddelta	=	5.00,

:
PrimaryFile =	'primary',

:

primary
'iso	12	6'	 'GeV'	 'KE/n' 'd'	 0	 /

100	 1.
0. 0.

cosmosLinuxGfort
(executable)

standard	
input MC	condition	parameters

User	hook	functions

Primary	particle	setting

link

COSMOS	system	functions

cosmos/cmain.f

Manager/cmanager.f

Manager/cbeginRun.f

Manager/ceventLoop.f

call

Tracking/ctracking.f

Tracking/cobservation.f

Tracking/cinteraction.f call

COSMOS	User	Interface
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1ar12at10n effect, wh11e the da5hed 11ne ne91ect5 the effect. 7he 
var1at10n 0f the rat10 0ver the 501ar cyc1e 15 ne9119161y 5ma11.7he 
h15t09ram 5h0w5 the re5u1t 06ta1ned 6y 8arr et a1. [ 16 ] 1nc1ud1n9 
the mu0n p01ar12at10n effect f0r 501ar max1mum. 
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F19. 3. Rat105 0f ant1neutr1n05 t0 neutr1n05. 7he err0r 6ar5 1n- 
c1ude n0t 0n1y 5tat15t1ca1 err0r5 fr0m 51mu1at10n, 6ut a150 var1a- 
t10n5 0f the rat105 w1th the 501ar cyc1e. 7he h15t09ram5 5h0w the 
re5u1t 0f8arr et a1. [ 16 ] f0r 501ar max1mum. 

the re5u1t5 5h0w 900d a9reement  and are w1th1n 5% 
1n the ran9e 0.1 6eV~<E~< 1.0 6eV.  

7 h e  maj0r  50urce 0f neutr1n05 15 p10n5. 7hu5 the 
rat10 9e/v~ wh1ch 15 5h0wn 1n f19. 3 ref1ect5 the rat10 
p-/p+~~-/~+. We f1nd %/v~,- ,0 .95 f0r E ~ < 5 0  
MeV and %/ve  - 0.85 f0r Ev>~ 50 MeV. 1t ha5 a peak  
at Ev ~ 30 MeV. 7he  1ar9er rat10 at 10wer ener91e5 15 
due t0 the f0110w1n9 fact. A5 pr1mary c05m1c ray5 are 
a1m05t a11 pr0t0n5, wh05e f1ux ha5 a peak at Ek1n ~ 1 
6eV,  the ma1n pr0ce55e5 0f  p10n pr0duct10n a r0und  
th15 ener9y are 

p + A ~ x +  + n + . . .  

n + A ~ - + p +  .... 

7hu5 p+ are m0re ener9et1c than 8 - ,  re5u1t1n91n the 
p0rt10n 0f  9e fr0m the decay 0f  a1m05t 5t0pped ~ -  
6e1n91ar9er than that  0f  ve fr0m the decay 0f  a1m05t 
5t0pped ~+. 51nce n + - - , v ,+  p+ and p+ ~ 9 ,  +... ,  0ne 
expect5 9 , / %  = 1 at 10w ener9y where a11 mu0n5 de- 
cay. 7he  re5u1t 1n f19. 3 5h0w5 900d a9reement  w1th 
th15 expectat10n. A5 the mu0n  p01ar12at10n effect 15 
the 5ame f0r neutr1n05 and ant1neutr1n05, the rat105 
0f  9 /v  0f  the 5ame f1av0r are 11tt1e affected 6y the ef- 
fect. 7he5e rat105 are a1m05t 1ndependent 0f  the ex- 
per1menta151te. 

N0w we c0mpare  0ur re5u1t w1th the recent Ka- 
m10kande da ta  [ 18 ]. A5 1n 0ur prev10u5 paper  [ 3 ], 
we def1ne 

<e~aaFp> = ~ ~ ~(E~)~(Ev, E~) 
V,9 

XFp(Ev, 0~) dE~ dE~ d0~, 
where e~(E~) 15 the detect10n eff1c1ency f0r an a-type 
char9ed 1ept0n w1th ener9y E~, ~ 15 the d1fferent1a1 
cr055 5ect10n 0f v~, F#(Ev, 0~) 15 the 1nc1dent v# f1ux 
w1th ener9y E~ and 2en1th an91e 0~. 7hen, 1t 15 m0re 
c0nven1ent t0 u5e, 1n5tead 0f the num6er N. and Are 
0f the 065erved mu0n and e1ectr0n event5, the rat10 
U~=N./x< ~.~,F~> and Ue=N~/K< Eea~F~>, where 
#¢= (num6er 0f nuc1e0n5)X (t1me). Fr0m the Ka- 
m10kande data w1th K= 3.43 kt0n yr, we 06ta1n 

U~ =0.490~+0.119, U,  =0 .668  +0.163,  

U~ = 0 . 7 3 4 + 0 . 1 0 1 ,  (1)  
U~ 

f0r m 0 m e n t u m  cut0ff  p~ > 100 M e V / c  and p , >  205 
MeV/c .  Here we take 1nt0 acc0unt  the detect10n ef- 
f1c1ency 0f  the detect0r  [ 19 ], the uncerta1nty 1n the 
ca1cu1ated neutr1n0 f1uxe5 0f  •+ 20% ma1n1y due t0 
pr1mary c05m1c ray f1uxe5 and 1nteract10n m0de15, 
and  the exper1menta1 err0r 1n the neutr1n0 cr055 5ec- 
t10n5 0f  •+ 10%. F0r  the neutra1 current  effect, we f01- 
10w the ana1y515 0f  the Kam10kande 9r0up [19] ,  
wh1ch e5t1mate5 that  the c0ntr16ut10n 0f  neutra1 cur- 
rent5 t0 60th e1ectr0n- and mu0n-11ke event515 a60ut 
3% f0r each type 0f  event.  7he  expected va1ue 0f  
U~/U, 15 0.474, wh1ch dev1ate5 6y 2.570 fr0m the 
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Early	days	application
“Atmospheric	neutrino	fluxes”
M.Honda,	K.Kasahara,	K.Hidaka,	S.Midorikawa,	
PLB	248	(1990)
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ener9y 1ncrea5e5, the ant1pr0t0n 6ec0me5 a61e t0 e5- 
cape fr0m the 9e0ma9net1c f1e1d at a certa1n ener9y. 
We then f1x the cut 0ffener9y at th15 va1ue. 

7he atm05pher1c m0de1 u5ed 15 the U5 5tandard at- 
m05phere [ 11 ], the c0mp051t10n 0f wh1ch 15 taken t0 
6e 78% n1tr09en, 21% 0xy9en and 1% ar90n 1n v01- 
ume percenta9e. 

1n ca1cu1at1n9 atm05pher1c neutr1n0 f1uxe5, we u5e 
a M0nte Car10 c0de named C 0 5 M 0 5  [ 12 ], wh1ch 
wa5 0r191na11y deve10ped 6y 0ne 0f the pre5ent au- 
th0r5 and 0ther5 f0r the 51mu1at10n 0f c05m1c ray 
pr0pa9at10n 1n the atm05phere. F0r the 1nteract10n 
0fhadr0n5 w1th a1r-nuc1e1 tar9et5, we emp10y 5u6r0u- 
t1ne packa9e5 c0nta1ned 1n the CPC pr09ram 116rary. 
At a t0ta1 ener9y 0f1e55 than 5 6eV/nuc1e0n, we u5e 
NUCR1N [ 13 ]. At an ener9y a60ve 5 6eV/nuc1e0n 
we emp10y the LUND M0nte Car10 pr09ram, FR1- 
710F ver510n 1.6 [ 14 ] and JE75E7 ver510n 6.3 [ 15 ]. 
F0r the 1nteract10n 0f nuc1e1 w1th a1r-nuc1e1 tar9et5, 
we 5amp1e nuc1e1 wh1ch are t0 6e the pr0ject11e fra9- 
ment5 and 1nteract1n9 nuc1e0n5 re5p0n5161e f0r mu1- 
t1p1e pr0duct10n a5 de5cr16ed 1n ref. [ 12]. (A5 far a5 
neutr1n0 f1uxe5 are c0ncerned, th15 91ve5 a1m05t the 
5ame re5u1t a5 the 5uperp051t10n m0de1.) 7he 1nter- 
act1n9 nuc1e0n5 are treated 6y the NUCR1N 0r LUND 
Pr09ram. We m0d1fy FR1710F 50 that 1t can accept 
K ° and 1( ° a5 pr0ject11e part1c1e5. H0wever, a1m05t a11 
me50n5 decay 6ef0re c0111510n5 at the ener91e5 wh1ch 
c0ncern u5.1ne1a5t1c nuc1ear 1nteract10n5 are c0n51d- 
ered a60ve the k1net1c ener9y 0f 200 MeV. A11 n0n- 
rare decay m0de5 0f p10n5 and ka0n5 are 1nc1uded 1n 
0ur ca1cu1at10n. P10n5 and ka0n5 pr0duce p01ar12ed 
mu0n5, wh1ch pr0pa9ate, 105e the1r ener91e5, and 
eventua11y decay. 7he5e effect5 are a150 1nc1uded 1n 
0ur pr09ram. 

We 5h0w 1n f19. 1 0ur re5u1t 0f the d1fferent1a1 en- 
er9y 5pectra 0f atm05pher1c neutr1n05 at the Ka- 
m10ka 51te, the 5a11ent feature5 0fwh1ch are a peak at 
E~---35 MeV and a 5119ht c0ncav1ty at Ev---50 MeV, 
e5pec1a11y f0r e1ectr0n neutr1n05. 7h15 15 a ref1ect10n 
0f k1nemat1c5. Very 10w ener9y (Ek1,~< 100 MeV) 
mu0n5 are c0p10u51y pr0duced, and they tend t0 de- 
cay after 5t0pp1n9 due t0 10n12at10n 1055. 7he mean 
ener9y 0f the neutr1n0 fr0m decay 0f a 5t0pped mu0n 
15 a60ut -~ m~ and the max1mum ener9y 0f the neu- 
tr1n0 15 • m~. 7he ener9y 0f the neutr1n0 fr0m decay 
0f a p10n at re5t 15 30 MeV. We a150 p10t the re5u1t 
06ta1ned 6y 8arr  et a1. [ 16 ] 1nc1ud1n9 the mu0n p0- 
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F19. 1. D1fferent1a1 ener9y 5pectra 0f the atm05pher1c neutr1n05 
(avera9ed 0ver a11 d1rect10n5 ) at the Kam10ka 51te. 5pectra 0f~,u, 
ve, and % are mu1t1p11ed 6y a fact0r 0f 10 -~, 1 0  - 2  and 10 -3, re- 
5pect1ve1y. 7he t0p 0f each 6and 15 f0r 501ar m1n1mum and the 
60tt0m f0r 501ar max1mum. 7he h15t09ram5 5h0w the 5pectra ca1- 
cu1ated 6y 8arr et a1. [ 16 ] f0r 501ar max1mum. 

1ar12at10n effect f0r c0mpar150n, and f1nd that 0ur 
f1uxe5 are 5y5temat1ca11y 10wer than the1r5 6y (10-  
20)%. 0 u r  re5u1t5 are 5y5temat1ca11y h19her than th05e 
0f 8u9aev et a1. [ 17 ] at Ev < 1-2 6eV. 7he d15crep- 
ancy 9r0w5 a5 ener9y decrea5e5; 0ur f1uxe5 are a60ut 
2 t1me51ar9er than the1r5 at Ev= 100 MeV. 

What we are m05t c0ncerned w1th 15 the mu0n p0- 
1ar12at10n effect 0n the f1av0r rat10 (vc + %  ) / ( %  + 
9~ ). We 5h0w 1n f19. 2 the rat10 w1th and w1th0ut the 
p01ar12at10n effect. 7he mu0n p01ar12at10n effect 1n- 
crea5e5 the v, and % f1uxe5 at Ev > ] m ,  and decrea5e5 
at E~ ~< ] m~. 7he effect 15 rever5ed and 15 very 5ma11 
f0r v,  and 9, f1uxe5. 7he 5pectra 0f neutr1n05 1n the 
mu0n re5t frame are n0t affected 6y the mu0n p01ar- 
12at10n effect. 7h15 1ead5 t0 a rever5e 0f the  effect 0n 
(v~ + % ) / ( v ,  + ~u ) at ener9y Ev--- -~ m~, the mean en- 
er9y 0f a neutr1n0 fr0m the decay 0f a 5t0pped mu0n, 
51nce the t0ta1 num6er 0f neutr1n05 15 a1m05t 1nde- 
pendent 0fthe mu0n p01ar12at10n effect. We a150 5h0w 
the re5u1t 0f 8arr  et a1. 1n f19. 2. 1n 5p1te 0f the d15- 
a9reement 1n the a6501ute ma9n1tude 0f the f1uxe5, 
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• Muon	polarization,	which	biases	e	and	𝜈𝜇
energies	in	𝜇 decay,	was	implemented	

• 20%	effect	in	flux,	but	5%	in	ratio
• Kamiokmande 𝜈# + �̅�# 𝜈& + �̅�&⁄ anomaly	

was	not	explained	

=>	Neutrino	oscillation	scenario

Solid:	w/mu	pol
Dashed:	w/p	mu	pol



Interaction	modification	in	a	user	function
T.	Sako et	al.,	ICRC	2013

Forward meson and Xmax

33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013

Fig. 1: Concepts of two filters in the E-pT phase space. The shaded areas indicate the acceptance of the LHCf detectors.

Method-2 is selected.

Fig. 2: The p0 (top and middle panels) and photon (bottom panels) spectra obtained by LHCf and DPMJET3. Open markers
indicate the prediction of DPMJET3 while filled markers with green boxes indicate the results of LHCf. Red markers show

the results of filtered DPMJET3 as discussed in Sec.2.3.
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the results of filtered DPMJET3 as discussed in Sec.2.3.
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3 Results

3.1 Effects on <Xmax> determination

Among the 696 parameter sets with relatively small c2,
53 sets are selected for air shower simulation. Green, red
and blue dots shown in Fig.5 are a group of smallest c2

p0
, a

group of smallest c2
photon

and another group of small c2
photon

,
respectively. Here a ’group’ means a group of parameter
sets with similar parameter values.

Using the original DPMJET3 model and 53 filtered
ones, air shower simulation of 2.5⇥10

16
eV proton primary

of vertical incident is carried out using COSMOS. Two
thousand showers were calculated for each parameter set.
The filter was applied for the particles of E0>500 GeV in

the laboratory frame.
Distribution of <Xmax> and rms Xmax for original mod-

el and 53 samples are shown in Fig.6. We note that the orig-
inal DPMJET3 model shows <Xmax>=665 g/cm

2
and rms

Xmax=78 g/cm2. Different colors correspond to the param-
eter groups introduced above. When c2

photon
is minimized

(red histogram), about 40 g/cm2 of difference is found in the
<Xmax> from the original DPMJET3 while the difference

in rms Xmax is 8 g/cm2 at maximum.

4 Conclusions

We developed a filter to modify the meson spectrum in
hadronic interaction models. The filter was applied to the

DPMJET3 model and the best parameter sets were searched
for to match with the recent LHCf measurements. The filter
used in this study can be summarized as follows,

• Total (elastic and inelastic) cross section(s) is not
modified.

• Energy balance of leading particle and multi-particle

production (elasticity and inelasticity) is not modi-
fied.

• Spectrum of secondary baryons is not modified.

• Energy conservation is kept, but momentum conser-

vation is violated at a negligible level.

• Some quantum numbers like charge, spin, irrelevant
to the Xmax determination are not conserved.

• Particle multiplicity at the central rapidity (h ⇠ 0) is
largely enhanced.

Using this filter, <Xmax> of 2.5⇥1016 eV proton showers
was calculated and a maximum 40 g/cm2 difference from
the original model was obtained. By keeping well-known

interaction parameters, such as cross section and inelasticity
except the last item above, we found that the forward meson
spectrum has significant effect on the determination of Xmax

even within the current model-to-model variation.
Because of the high splitting probability at XF ⇠ 0,

there is a large enhancement of low h mesons with the
current filter. This enhancement is in conflict with the recent
LHC observations of multiplicity [4]. An additional filter
to suppress the enhancement of low h particles is under
development.
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Fig. 6: <Xmax> and rms Xmax distributions for
2.5⇥1016 eV proton showers simulated with the original
DPMJET3 and 53 filtered models.
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Study	stopped	because	of	a	
difficulty	to	keep	low	𝜂

behavior	with	experiments	
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DPMJET3

LHCf	measured

Modified	DPM

Very	forward	
photon	@7TeV	
p-p	collisions

Softening	in	the	COSMOS	user	hook	function.



Muography
(R.Nishiyama,	A.Taketa,	S.Miyamoto,	K.Kasahara,	Geophys.	J.	Int.	
(2016)	206)
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MC simulation of background in muography 1043
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Figure 3. Energy spectrum model produced from the COSMOS calculation as a function of zenith angle. These models were used for the GEANT4 simulation.

(SMCTMC = 3.3 × 105 m2 s) was sufficient to be compared with our
emulsion observation (SOBS = 0.0104 m2 and TOBS = 1.45 × 107 s).
The computation time was 1.6 × 104 hr for a single thread. With
the aid of multithreading technology, the calculation was finished
within one day in our computational resource.

3 R E S U LT S

3.1 Particle type and energy spectrum

Fig. 4(b) shows the distribution of particles arriving at the virtual
detector as a function of azimuth (φ) and zenith (θ ) angles. The
azimuth is taken with respect to the vector from the centre of the
virtual mountain to each detection point. We can see a clear differ-
ence between the particle density of the sky region and the mountain
region. For a quantitative analysis, we define three regions, R1, R2
and R3. R1 spans [φ, cos θ ] = [−0.10: 0.10, 0.43: 0.46] and corre-
sponds to open sky. R2 spans [φ, cos θ ] = [−0.10: 0.10, 0.15: 0.25].
The thickness of rock in R2 existing along a radial direction varies
from 331 to 568 m. R3 spans [φ, cos θ ] = [−0.10: 0.10, 0.00: 0.15].
The rock thickness in R3 is 579–917 m (Fig. 7b).

Fig. 4(c) shows the simulated number distribution as a function
of kinetic energy of the particles when they reach the detector. In
this figure, the contributions from penetrating muons and back-
ground particles are individually drawn. In both regions, the dis-
tribution of the penetrating muons shows a maximum at around
100 GeV. The penetrating muons make almost no contribution be-
low 1 GeV, whereas the background particles (protons, electron and
muons backgrounds) dominate the population in this range. We can

calculate the flux of penetrating muons and background particles
by integrating the number distribution over energy. The results of
this calculation show that the flux of these background particles
above 50 MeV in R2 is 7.8 times that of the penetrating muons,
and is as much as 16.5 times in R3. This result indicates that the
signals of penetrating muons would be overwhelmed by the massive
flux of background particles in the case where the energy thresh-
old of the detector is less than 1 GeV. To reduce the contamination
by background particles, the optimal energy threshold should be
above 1 GeV. This conclusion will be confirmed by our emulsion
experiments in Section 4.

3.2 Uncertainty of simulation

In this subsection, the systematic uncertainty in the calculation of
background flux is discussed.

First, we have to address the systematic uncertainty in the
hadronic interaction models. Although it is very difficult to declare
how the model uncertainty propagates to that of our background
estimation, it can be estimated pessimistically by focusing on the
discrepancy between the energy spectra derived from COSMOS and
the literature values (Fig. 2). Regarding this difference as system-
atic uncertainty of the COSMOS simulation, the uncertainty of the
background flux is estimated to be ∼40 per cent.

Second, it has to be taken into account that the magnetic field of
the Earth is neglected in this calculation. There are two effects which
must be considered: the overestimation of the background flux be-
cause of neglecting the geomagnetic cut-off and the underestima-
tion of the scattered flux due to the propagation of the low-energy
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Figure 1. Schematic illustration of simulation framework. (a) First we calculate the energy spectra of major cosmic particles in the atmosphere using COSMOS.
(b) Second, we inject particles following the derived energy spectra and simulate their propagation near a detector and a mountain using GEANT4.

the high-energy region (1000 GeV ≤ E). The development (sec-
ondary production, decay, etc.) of the air-showers is traced until
the kinetic energy of the secondaries drops below 50 MeV to save
computation time and get better statistics. While tracing, particles
passing through virtual spheres at several altitudes are recorded.
The particle type, position, direction and kinetic energy are stored
in the output.

2.2 COSMOS results

From the COSMOS output, we derived the energy spectrum of
particle-i (i: muon, electron, gamma-ray, proton and neutron) by
averaging the number of hits over the entire surface of the virtual
sphere. The procedure is as follows. The number of hits is binned as
a function of kinetic energy (E, index j) and zenith angle (θ , index
k):

dNi (E j , θk)
dE

≡ α
ni (E j ∼ E j + #E j , θ

min
k ∼ θmax

k )
#E j T A(θmin

k , θmax
k )

, (2)

where ni(···) denotes the number of hits of the ith particle, T is
the equivalent exposure time and A is the geometrical acceptance
for particles entering the sphere with zenith angle within θmin–
θmax. The radius of the Earth (R = 6.4 × 106 m) gives an exact
value of the acceptance: A = 2π 2 R2(cos 2θmin

k − cos 2θmax
k ). α is a

scaling constant and is set to 0.65 so as to fit the energy spectrum
data for vertical muons (Haino et al. 2004). The difference of the
normalization constant to 1 hints to the level of uncertainty affecting
the simulation (∼40 per cent).

Fig. 2 represents the resultant energy spectra of muons (µ±),
electrons (e±), protons (p), gamma-rays (γ ) and neutrons (n) along
with energy spectra reported in other literature. Although the COS-
MOS results agree with the literature values in general, there are
discrepancies in low-energy regions for p and n and in high-energy
regions for e±. This difference should be regarded as systematic un-
certainty in the COSMOS calculation and its effect on background
estimation will be discussed in Section 3.2.

For GEANT4 simulation, we produced an energy spectrum model
for each particle by interpolating or extrapolating the results for
300 m above sea level (asl) (Fig. 3). The energy range of the model is
{E: 1 ≤ E < 10 000 GeV} for muons and {E: 0.05 ≤ E < 500 GeV}
for the other particles. The zenith dependence of the spectrum is
considered by binning at intervals of #cos θ = 0.05 for muons

and #cos θ = 0.10 for the other particles, ranging from cos θ = 0
(horizontal) to cos θ = 1 (vertical). A simple power law spectrum
is used for extrapolation in the high-energy region where there are
not enough statistics for fitting.

2.3 Local simulation with GEANT4

Since COSMOS cannot deal with the topography of a mountain,
we use the GEANT4 toolkit to simulate particle propagation near
the mountain and the detector. We constructed a virtual mountain
and a virtual detector in a computational region of GEANT4 and
injected particles from a substantially large hemisphere enclosing
the mountain and detector, following the energy spectrum model
derived from COSMOS.

The virtual mountain has a rotationally symmetric shape and is
realized by a number of small prisms with horizontal dimensions
#x = #y = 10 m (Fig. 4a). The elevation at each point (h) is given
as a function of the distance to the axis (r):

h(r ) =
{

270 × exp(− r2

2502 ) (for r < 202 m),

250 × exp(− r
350 ) (for r ≥ 202 m).

(3)

This shape is adjusted so that the rock thickness becomes com-
parable to the case of our emulsion observations at Mt. Showa-
Shinzan. The virtual mountain consists of standard rock with a den-
sity of 2.00 g cm−3. The computational region outside the terrain is
filled with air (1 atm). The virtual detector has a belt-like surface
and is placed surrounding the mountain at height of 65 m. The
radius and height of the belt are 500 and 10 m, respectively. Thus
the total area of the virtual detector is SMC = 3.1 × 104 m2. This
virtual detector records the information of particles passing through
it. The hemisphere, from which particles are injected, has an oblate
spheroidal shape with a long axial radius of Rx = Ry = 600 m and
a short axial radius of Rz = 300 m. The size of the spheroid is ad-
justed so that it encloses the mountain and the detector. The particle
type, position, direction and kinetic energy of incident particles are
sampled based on the energy spectrum model produced by the COS-
MOS simulation. The Fritiof string model (E > 10 GeV) and Bertini
cascade model (E < 10 GeV) are employed as hadronic interaction
models (FTFP_BERT in GEANT4 reference physics list). For elec-
tromagnetic process and multiple Coulomb scattering, the standard
electromagnetic interaction model of GEANT4 was employed. To
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Figure 2. Energy spectra calculated with COSMOS for muons (µ+ + µ−, vertical and horizontal), electrons (e+ + e−, vertical), protons (p, vertical),
gamma-rays (γ , vertical) and neutrons (n, omni-directional). The open circles denote experimental data reported in other literature: µ+ + µ−: Haino et al.
(2004) at sea level (30 m asl) and Allkofer et al. (1985) at sea level; e+ + e−: Golden et al. (1995) at 945 g cm−2 (600 m asl); p: Brooke & Wolfendale (1964)
at sea level; γ : Beuermann & Wibberenz (1968) at 760 g cm−2 (2500 m asl); n: Gordon et al. (2004) at sea level (167 m asl). The solid circles denote the results
of a COSMOS simulation taken at the same altitude at the experimental data for comparison.

save computation time, neutrons with kinetic energy below 30 MeV
are discarded during tracing.

The rotationally symmetric mountain and detector allowed to
enlarge the detector size without losing generality. The large de-
tector acceptance significantly increased statistics of background

particles with limited computation time. Specifically, we injected
only 3.3 × 109 particles, which corresponded to the number of
particles incident on the hemisphere in 10.8 s(=TMC). However, we
obtained enough statistics from the simulation, since the area of the
detector (SMC) was large. The effective exposure of the simulation
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Figure 1. Schematic illustration of simulation framework. (a) First we calculate the energy spectra of major cosmic particles in the atmosphere using COSMOS.
(b) Second, we inject particles following the derived energy spectra and simulate their propagation near a detector and a mountain using GEANT4.

the high-energy region (1000 GeV ≤ E). The development (sec-
ondary production, decay, etc.) of the air-showers is traced until
the kinetic energy of the secondaries drops below 50 MeV to save
computation time and get better statistics. While tracing, particles
passing through virtual spheres at several altitudes are recorded.
The particle type, position, direction and kinetic energy are stored
in the output.

2.2 COSMOS results

From the COSMOS output, we derived the energy spectrum of
particle-i (i: muon, electron, gamma-ray, proton and neutron) by
averaging the number of hits over the entire surface of the virtual
sphere. The procedure is as follows. The number of hits is binned as
a function of kinetic energy (E, index j) and zenith angle (θ , index
k):

dNi (E j , θk)
dE

≡ α
ni (E j ∼ E j + #E j , θ

min
k ∼ θmax

k )
#E j T A(θmin

k , θmax
k )

, (2)

where ni(···) denotes the number of hits of the ith particle, T is
the equivalent exposure time and A is the geometrical acceptance
for particles entering the sphere with zenith angle within θmin–
θmax. The radius of the Earth (R = 6.4 × 106 m) gives an exact
value of the acceptance: A = 2π 2 R2(cos 2θmin

k − cos 2θmax
k ). α is a

scaling constant and is set to 0.65 so as to fit the energy spectrum
data for vertical muons (Haino et al. 2004). The difference of the
normalization constant to 1 hints to the level of uncertainty affecting
the simulation (∼40 per cent).

Fig. 2 represents the resultant energy spectra of muons (µ±),
electrons (e±), protons (p), gamma-rays (γ ) and neutrons (n) along
with energy spectra reported in other literature. Although the COS-
MOS results agree with the literature values in general, there are
discrepancies in low-energy regions for p and n and in high-energy
regions for e±. This difference should be regarded as systematic un-
certainty in the COSMOS calculation and its effect on background
estimation will be discussed in Section 3.2.

For GEANT4 simulation, we produced an energy spectrum model
for each particle by interpolating or extrapolating the results for
300 m above sea level (asl) (Fig. 3). The energy range of the model is
{E: 1 ≤ E < 10 000 GeV} for muons and {E: 0.05 ≤ E < 500 GeV}
for the other particles. The zenith dependence of the spectrum is
considered by binning at intervals of #cos θ = 0.05 for muons

and #cos θ = 0.10 for the other particles, ranging from cos θ = 0
(horizontal) to cos θ = 1 (vertical). A simple power law spectrum
is used for extrapolation in the high-energy region where there are
not enough statistics for fitting.

2.3 Local simulation with GEANT4

Since COSMOS cannot deal with the topography of a mountain,
we use the GEANT4 toolkit to simulate particle propagation near
the mountain and the detector. We constructed a virtual mountain
and a virtual detector in a computational region of GEANT4 and
injected particles from a substantially large hemisphere enclosing
the mountain and detector, following the energy spectrum model
derived from COSMOS.

The virtual mountain has a rotationally symmetric shape and is
realized by a number of small prisms with horizontal dimensions
#x = #y = 10 m (Fig. 4a). The elevation at each point (h) is given
as a function of the distance to the axis (r):

h(r ) =
{

270 × exp(− r2

2502 ) (for r < 202 m),

250 × exp(− r
350 ) (for r ≥ 202 m).

(3)

This shape is adjusted so that the rock thickness becomes com-
parable to the case of our emulsion observations at Mt. Showa-
Shinzan. The virtual mountain consists of standard rock with a den-
sity of 2.00 g cm−3. The computational region outside the terrain is
filled with air (1 atm). The virtual detector has a belt-like surface
and is placed surrounding the mountain at height of 65 m. The
radius and height of the belt are 500 and 10 m, respectively. Thus
the total area of the virtual detector is SMC = 3.1 × 104 m2. This
virtual detector records the information of particles passing through
it. The hemisphere, from which particles are injected, has an oblate
spheroidal shape with a long axial radius of Rx = Ry = 600 m and
a short axial radius of Rz = 300 m. The size of the spheroid is ad-
justed so that it encloses the mountain and the detector. The particle
type, position, direction and kinetic energy of incident particles are
sampled based on the energy spectrum model produced by the COS-
MOS simulation. The Fritiof string model (E > 10 GeV) and Bertini
cascade model (E < 10 GeV) are employed as hadronic interaction
models (FTFP_BERT in GEANT4 reference physics list). For elec-
tromagnetic process and multiple Coulomb scattering, the standard
electromagnetic interaction model of GEANT4 was employed. To
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Figure 3. Energy spectrum model produced from the COSMOS calculation as a function of zenith angle. These models were used for the GEANT4 simulation.

(SMCTMC = 3.3 × 105 m2 s) was sufficient to be compared with our
emulsion observation (SOBS = 0.0104 m2 and TOBS = 1.45 × 107 s).
The computation time was 1.6 × 104 hr for a single thread. With
the aid of multithreading technology, the calculation was finished
within one day in our computational resource.

3 R E S U LT S

3.1 Particle type and energy spectrum

Fig. 4(b) shows the distribution of particles arriving at the virtual
detector as a function of azimuth (φ) and zenith (θ ) angles. The
azimuth is taken with respect to the vector from the centre of the
virtual mountain to each detection point. We can see a clear differ-
ence between the particle density of the sky region and the mountain
region. For a quantitative analysis, we define three regions, R1, R2
and R3. R1 spans [φ, cos θ ] = [−0.10: 0.10, 0.43: 0.46] and corre-
sponds to open sky. R2 spans [φ, cos θ ] = [−0.10: 0.10, 0.15: 0.25].
The thickness of rock in R2 existing along a radial direction varies
from 331 to 568 m. R3 spans [φ, cos θ ] = [−0.10: 0.10, 0.00: 0.15].
The rock thickness in R3 is 579–917 m (Fig. 7b).

Fig. 4(c) shows the simulated number distribution as a function
of kinetic energy of the particles when they reach the detector. In
this figure, the contributions from penetrating muons and back-
ground particles are individually drawn. In both regions, the dis-
tribution of the penetrating muons shows a maximum at around
100 GeV. The penetrating muons make almost no contribution be-
low 1 GeV, whereas the background particles (protons, electron and
muons backgrounds) dominate the population in this range. We can

calculate the flux of penetrating muons and background particles
by integrating the number distribution over energy. The results of
this calculation show that the flux of these background particles
above 50 MeV in R2 is 7.8 times that of the penetrating muons,
and is as much as 16.5 times in R3. This result indicates that the
signals of penetrating muons would be overwhelmed by the massive
flux of background particles in the case where the energy thresh-
old of the detector is less than 1 GeV. To reduce the contamination
by background particles, the optimal energy threshold should be
above 1 GeV. This conclusion will be confirmed by our emulsion
experiments in Section 4.

3.2 Uncertainty of simulation

In this subsection, the systematic uncertainty in the calculation of
background flux is discussed.

First, we have to address the systematic uncertainty in the
hadronic interaction models. Although it is very difficult to declare
how the model uncertainty propagates to that of our background
estimation, it can be estimated pessimistically by focusing on the
discrepancy between the energy spectra derived from COSMOS and
the literature values (Fig. 2). Regarding this difference as system-
atic uncertainty of the COSMOS simulation, the uncertainty of the
background flux is estimated to be ∼40 per cent.

Second, it has to be taken into account that the magnetic field of
the Earth is neglected in this calculation. There are two effects which
must be considered: the overestimation of the background flux be-
cause of neglecting the geomagnetic cut-off and the underestima-
tion of the scattered flux due to the propagation of the low-energy
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Figure 1. Schematic illustration of simulation framework. (a) First we calculate the energy spectra of major cosmic particles in the atmosphere using COSMOS.
(b) Second, we inject particles following the derived energy spectra and simulate their propagation near a detector and a mountain using GEANT4.

the high-energy region (1000 GeV ≤ E). The development (sec-
ondary production, decay, etc.) of the air-showers is traced until
the kinetic energy of the secondaries drops below 50 MeV to save
computation time and get better statistics. While tracing, particles
passing through virtual spheres at several altitudes are recorded.
The particle type, position, direction and kinetic energy are stored
in the output.

2.2 COSMOS results

From the COSMOS output, we derived the energy spectrum of
particle-i (i: muon, electron, gamma-ray, proton and neutron) by
averaging the number of hits over the entire surface of the virtual
sphere. The procedure is as follows. The number of hits is binned as
a function of kinetic energy (E, index j) and zenith angle (θ , index
k):

dNi (E j , θk)
dE

≡ α
ni (E j ∼ E j + #E j , θ

min
k ∼ θmax

k )
#E j T A(θmin

k , θmax
k )

, (2)

where ni(···) denotes the number of hits of the ith particle, T is
the equivalent exposure time and A is the geometrical acceptance
for particles entering the sphere with zenith angle within θmin–
θmax. The radius of the Earth (R = 6.4 × 106 m) gives an exact
value of the acceptance: A = 2π 2 R2(cos 2θmin

k − cos 2θmax
k ). α is a

scaling constant and is set to 0.65 so as to fit the energy spectrum
data for vertical muons (Haino et al. 2004). The difference of the
normalization constant to 1 hints to the level of uncertainty affecting
the simulation (∼40 per cent).

Fig. 2 represents the resultant energy spectra of muons (µ±),
electrons (e±), protons (p), gamma-rays (γ ) and neutrons (n) along
with energy spectra reported in other literature. Although the COS-
MOS results agree with the literature values in general, there are
discrepancies in low-energy regions for p and n and in high-energy
regions for e±. This difference should be regarded as systematic un-
certainty in the COSMOS calculation and its effect on background
estimation will be discussed in Section 3.2.

For GEANT4 simulation, we produced an energy spectrum model
for each particle by interpolating or extrapolating the results for
300 m above sea level (asl) (Fig. 3). The energy range of the model is
{E: 1 ≤ E < 10 000 GeV} for muons and {E: 0.05 ≤ E < 500 GeV}
for the other particles. The zenith dependence of the spectrum is
considered by binning at intervals of #cos θ = 0.05 for muons

and #cos θ = 0.10 for the other particles, ranging from cos θ = 0
(horizontal) to cos θ = 1 (vertical). A simple power law spectrum
is used for extrapolation in the high-energy region where there are
not enough statistics for fitting.

2.3 Local simulation with GEANT4

Since COSMOS cannot deal with the topography of a mountain,
we use the GEANT4 toolkit to simulate particle propagation near
the mountain and the detector. We constructed a virtual mountain
and a virtual detector in a computational region of GEANT4 and
injected particles from a substantially large hemisphere enclosing
the mountain and detector, following the energy spectrum model
derived from COSMOS.

The virtual mountain has a rotationally symmetric shape and is
realized by a number of small prisms with horizontal dimensions
#x = #y = 10 m (Fig. 4a). The elevation at each point (h) is given
as a function of the distance to the axis (r):

h(r ) =
{

270 × exp(− r2

2502 ) (for r < 202 m),

250 × exp(− r
350 ) (for r ≥ 202 m).

(3)

This shape is adjusted so that the rock thickness becomes com-
parable to the case of our emulsion observations at Mt. Showa-
Shinzan. The virtual mountain consists of standard rock with a den-
sity of 2.00 g cm−3. The computational region outside the terrain is
filled with air (1 atm). The virtual detector has a belt-like surface
and is placed surrounding the mountain at height of 65 m. The
radius and height of the belt are 500 and 10 m, respectively. Thus
the total area of the virtual detector is SMC = 3.1 × 104 m2. This
virtual detector records the information of particles passing through
it. The hemisphere, from which particles are injected, has an oblate
spheroidal shape with a long axial radius of Rx = Ry = 600 m and
a short axial radius of Rz = 300 m. The size of the spheroid is ad-
justed so that it encloses the mountain and the detector. The particle
type, position, direction and kinetic energy of incident particles are
sampled based on the energy spectrum model produced by the COS-
MOS simulation. The Fritiof string model (E > 10 GeV) and Bertini
cascade model (E < 10 GeV) are employed as hadronic interaction
models (FTFP_BERT in GEANT4 reference physics list). For elec-
tromagnetic process and multiple Coulomb scattering, the standard
electromagnetic interaction model of GEANT4 was employed. To
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save computation time, neutrons with kinetic energy below 30 MeV
are discarded during tracing.

The rotationally symmetric mountain and detector allowed to
enlarge the detector size without losing generality. The large de-
tector acceptance significantly increased statistics of background

particles with limited computation time. Specifically, we injected
only 3.3 × 109 particles, which corresponded to the number of
particles incident on the hemisphere in 10.8 s(=TMC). However, we
obtained enough statistics from the simulation, since the area of the
detector (SMC) was large. The effective exposure of the simulation
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particles in the magnetic field. In conclusion, these effects are not
so severe than the hadronic uncertainty stated above. The reasons
are as follows.

(i) The geomagnetic field prevents low-energy primaries from
penetrating through the magnetosphere to the atmosphere of the
Earth (geomagnetic rigidity cut-off). The absence of the geomag-
netic field, therefore, overestimates the flux of protons coming into
the atmosphere and hence overestimates the background flux. How-
ever, the overestimation is estimated to be no more than 17 per cent,
considering the vertical rigidity cut-off of Showa-Shinzan region (8
GV).

(ii) The absence of the geomagnetic field does not influence the
COSMOS simulation in the top of the atmosphere because of the
short length (15–30 km). The rigidity for a gyroradius of 30 km is
merely ∼1 GV, assuming that the strength of the geomagnetic field
is 4 × 10−5 Tesla.

(iii) The absence of the geomagnetic field does not affect the
GEANT4 simulation near the surface because of the small injection
hemisphere (∼500 m). The rigidity for a gyroradius of 500 m would
be the order of 10 MV. Even low-energy background particles will
not be bent in the hemisphere.

3.3 Origin of background

From our simulation, the background particles can be classified
in to three categories according to their origins: (i) protons, (ii)
electrons and muons produced by hadronic interaction of protons
and neutrons in the atmosphere and the topographic material and
(iii) electrons and muons scattered in the atmosphere. In this paper,
we refer to (i) and (ii) as hadronic backgrounds and we refer to
(iii) as scattered backgrounds. Fig. 5 shows each component of the
background particles as a function of the energy threshold for the R2
and R3 regions. In both regions, the dominant contribution is from
hadronic backgrounds. The proportion of hadronic background in
the total background above 50 MeV is 89 per cent and 84 per cent
for R2 and R3, respectively.

3.4 Upward-going particles

Although we inject only downward-going particles (cos θ > 0)
in our simulation, we find upward-going particles arriving at the
detector from the rear side. The flux of the upward-going par-
ticles above 50 MeV is 5.1 × 10−2 m−2 s−1 sr−1(23 per cent) and
8.4 × 10−2 m−2 s−1 sr−1(44 per cent) for R2 and R3, respectively
(Fig. 5). A zenith angle distribution of the simulated flux for the
background particles is represented in Fig. 6.
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CORSIKA	– COSMOS	comparison

energy to be accurately estimated in UHECR experiments, Eair

needs to be precisely known [43].
We compare the energy deposited to the air due to EM particles,

muons, and hadrons in CORSIKA and COSMOS simulations. Both
CORSIKA and COSMOS follow Eair by the particles with E > Ethreshold

along the atmospheric depth in simulations. But the codes does
not track particles and their contribution any more, if their energy
drops below the threshold energy. So we compare Eair by particles
with E > Ethreshold. Fig. 6 shows Eair as a function of the slant atmo-
spheric depth, xs, for proton primary with E0 ¼ 1019 :5 eV and
h ¼ 0";31:75";45" and 70". Lines are the averages of 50 EAS simu-
lations. Table 7 shows the average of the fraction of the energy,
hEairi=E0, and the relative standard deviation, rEair /hEairi, for proton

and iron primaries with different primary energies and h ¼ 70" at
the ground; for h ¼ 70" the slant atmospheric depth at the ground
is large enough that Eair has reached the maximum (see Fig. 6). The
values in Table 7 were calculated with 50 EAS simulations for each
set of parameters.

There is a clear trend in Fig. 6 that COSMOS predicts larger
EairðxsÞ than CORSIKA. The energy deposited to the air by the parti-
cles with E > Ethreshold in Table 7 is hEairi /E0 ¼ 0:66 % 0:71 in CORS-
IKA simulations, while hEairi /E0 ¼ 0:77 % 0:82 in COSMOS
simulations. The difference is & 15%, which is larger than the fluc-
tuation. The relative standard deviation, rEair /hEairi, is small and
typically & 1% both in CORSIKA and COSMOS simulations.

For the total energy deposited to the air, the contribution due to
the particles with E < Ethreshold, as well as that by the particles with
E > Ethreshold, should be counted. Yet, the difference of & 15% is sub-
stantial. It means that the UV fluorescence light assessed with
CORSIKA and COSMOS simulations could differ by a similar
amount, so does the primary energy of UHECR events estimated
with CORSIKA and COSMOS simulations.

4. Summary

EAS simulations form an essential part of experiments to detect
UHECRs; they are used to estimate the energy, arrival direction,
and composition of primary particles. The TA experiment employs
two codes, CORSIKA and COSMOS, for the simulations. In this
paper, we compared CORSIKA and COSMOS simulations by
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energy to be accurately estimated in UHECR experiments, Eair

needs to be precisely known [43].
We compare the energy deposited to the air due to EM particles,

muons, and hadrons in CORSIKA and COSMOS simulations. Both
CORSIKA and COSMOS follow Eair by the particles with E > Ethreshold

along the atmospheric depth in simulations. But the codes does
not track particles and their contribution any more, if their energy
drops below the threshold energy. So we compare Eair by particles
with E > Ethreshold. Fig. 6 shows Eair as a function of the slant atmo-
spheric depth, xs, for proton primary with E0 ¼ 1019 :5 eV and
h ¼ 0";31:75";45" and 70". Lines are the averages of 50 EAS simu-
lations. Table 7 shows the average of the fraction of the energy,
hEairi=E0, and the relative standard deviation, rEair /hEairi, for proton

and iron primaries with different primary energies and h ¼ 70" at
the ground; for h ¼ 70" the slant atmospheric depth at the ground
is large enough that Eair has reached the maximum (see Fig. 6). The
values in Table 7 were calculated with 50 EAS simulations for each
set of parameters.

There is a clear trend in Fig. 6 that COSMOS predicts larger
EairðxsÞ than CORSIKA. The energy deposited to the air by the parti-
cles with E > Ethreshold in Table 7 is hEairi /E0 ¼ 0:66 % 0:71 in CORS-
IKA simulations, while hEairi /E0 ¼ 0:77 % 0:82 in COSMOS
simulations. The difference is & 15%, which is larger than the fluc-
tuation. The relative standard deviation, rEair /hEairi, is small and
typically & 1% both in CORSIKA and COSMOS simulations.

For the total energy deposited to the air, the contribution due to
the particles with E < Ethreshold, as well as that by the particles with
E > Ethreshold, should be counted. Yet, the difference of & 15% is sub-
stantial. It means that the UV fluorescence light assessed with
CORSIKA and COSMOS simulations could differ by a similar
amount, so does the primary energy of UHECR events estimated
with CORSIKA and COSMOS simulations.

4. Summary

EAS simulations form an essential part of experiments to detect
UHECRs; they are used to estimate the energy, arrival direction,
and composition of primary particles. The TA experiment employs
two codes, CORSIKA and COSMOS, for the simulations. In this
paper, we compared CORSIKA and COSMOS simulations by
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CORSIKA	– COSMOS	comparison

We also note that the data dumping is different between CORS-
IKA and COSMOS. In CORSIKA, the grid points of the vertical atmo-
spheric depth have a spacing of Dxv ¼ 1 g/cm2. On the other hand,
in COSMOS, the grid points are defined at xv ¼ 0, 100, 200 g/cm2,
and after 200 g/cm2 they have a spacing of Dxv ¼ 25 g/cm2. So
the data from CORSIKA simulations are dumped in every Dxv ¼
1 g/cm2, while the data from COSMOS are dumped in every
Dxv ¼ 100 g/cm2 for xv 6200 g/cm2 and in every Dxv ¼ 25 g/cm2

for xv > 200 g/cm2.

3. Comparison of CORSIKA and COSMOS simulation results

3.1. Longitudinal distribution of particles

When UHECRs strike the atmosphere, most of the particles ini-
tially generated are neutral and charged-pions. Neutral-pions
quickly decay into two photons. Charged-pions (positively or neg-
atively charged) survive longer, and either collide with other parti-
cles or decay to muons and muon neutrinos. Those particles
produce the so-called EM and hadronic showers. In EM showers,
photons create electrons and positrons by pair-production, and in
turn electrons and positrons create photons via bremsstrahlung,
and so on. EM showers continue until the average energy per par-
ticle drops to "80 MeV. Below this energy, the dominant energy

loss mechanism is ionization rather than bremsstrahlung. Then,
EM particles are not efficiently produced anymore, and EASs reach
the maximum (see the next subsection). In hadronic showers,
muons and hadrons are produced through hadronic interactions
and decays. Here, hadrons include nucleons (neutrons and pro-
tons), pions, and kaons.

The number of secondary particles created by EM and hadronic
showers initially increases and then decreases, as an EAS develops
through the atmosphere. The distribution of particles along the
atmospheric depth is called the longitudinal distribution [33,34].
Here, we first compare the longitudinal distributions from CORSI-
KA and COSMOS simulations, and analyze the differences in pho-
ton, electron, muon, and hadron distributions.

Figs. 1 and 2 show the typical longitudinal distributions as a
function of slant atmospheric depth, xs ¼ xv= cos h. Lines represent
the numbers of particles averaged for 50 EAS simulations, hNi, and
error bars mark the standard deviations, r, defined as

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

nsim

Xnsim

i¼1

ðNi $ hNiÞ2
vuut : ð1Þ

Here, nsim ¼ 50 is the number of EAS simulations for each set of
parameters and Ni is the number of particles at xs in each simulation.
The EASs shown are for proton and iron primaries, respectively, with
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results, the data in every Dxv ¼ 25 g/cm2 were used. So a larger
systematic error may exist in COSMOS results.

The results for hXmaxi and rXmax in Fig. 3 and Table 2 are summa-
rized as follows. First, the difference between CORSIKA and COS-
MOS results in hXmaxi is at most "16 g/cm2 for both proton and
iron primaries. It is smaller than the fluctuation, rXmax . Second,
the difference between hXmaxi’s for proton and iron primaries is
typically " 70# 80 g/cm2, which is beyond the fluctuations both
in CORSIKA and COSMOS simulations as well as the difference
between CORSIKA and COSMOS results. Third, rXmax is " 40#
60 g/cm2 in for proton primary, while it is " 20# 25 g/cm2 for iron
primary. rXmax is somewhat larger in CORSIKA than in COSMOS, as
is clear in Fig. 3; the difference is larger for proton primary. Fourth,
our CORSIKA results agree with those of Wahlberg et al. Yet ours
are smaller by up to "10 g/cm2. A number of possible causes can
be conjectured. Our simulations performed with versions, models,
and parameters different from those of Wahlberg et al. In our work
hXmaxi is defined as the depth of the peak in the number of elec-
trons above 500 keV, while in Wahlberg et al. it was defined as
the depth of the peak in overall energy deposit. Also the error in
the fitting could be in the level of "10 g/cm2. Although not shown
here, we found that hXmaxi for different zenith angles varies by up
to "10 g/cm2.

3.3. Kinetic energy distribution of particles at the ground

In EASs, a fraction of secondary particles reach the ground.
Those particles deposit a part of their energy to ground detectors,
such as scintillation detectors or water Cherenkov tanks. In exper-
iments, by measuring the amount and spatial distribution of the
deposited energy, the primary energy and arrival direction of
UHECRs are estimated [39]. Here, we present the kinetic energy
(i.e., the total energy subtracted by the rest-mass energy) distribu-
tions of secondary particles over the entire ground; the amount of
energy deposited to detectors is determined by the kinetic energy.

Fig. 4 shows the typical kinetic energy distributions of photons,
electrons, muons, and hadrons, including particles in the shower
core; here the EAS is for iron primary with E0 ¼ 1019:5 eV and
h ¼ 0$. Lines are the averages of 50 EAS simulations, and error bars
mark the standard deviations, r, defined similarly as in Eq. (1). Ta-
bles 3–5 show the total kinetic energies (E) and numbers (N) of
particles reaching the ground for each particle species. Again, they
are the averages of 50 EAS simulations. To further analyze the ki-
netic energy distributions of different components, hadrons were
separated into nucleons, pions, and kaons, and shows their
distributions.

We first point that although Nphoton % Nelectron % Nmuon % Nhadron

for all the cases we simulated as shown in Tables 5 and 6, the en-
ergy partitioning depends on EAS parameters and varies signifi-
cantly as shown in Tables 3 and 4. For instance, in the EAS of
iron primary with E0 ¼ 1019:5 eV and h ¼ 0$ which is shown in Figs.
4 and 5, the partitioning of the kinetic energies of particles reach-
ing the ground is EEM : Emuon : Ehadron " 1 : 0:18 : 0:11. On the other
hand, in the EAS of proton primary with E0 ¼ 1018:5 eV and
h ¼ 45$; EEM : Emuon : Ehadron " 1 : 1:1 : 0:11.

We found that the difference between CORSIKA and COSMOS
results in Figs. 4 and 5 is up to 30%, but yet the difference is within
the fluctuation at most energy bins. Tables 3–5 indicate differences
of up to 30% in the integrated kinetic energies and numbers. There
are following general tends: (1) For most cases, CORSIKA predicts
larger energies for photons and electrons, while COSMOS predicts
larger energies for muons. (2) The difference is larger for proton
primary than for iron primary. (3) The difference is larger for larger
E0 and for larger h. We note that larger numbers of particles do not
necessarily mean larger energies; this point is particularly clear for
muons.

3.4. Energy deposited to the air

Interactions between air molecules and secondary particles
yield UV fluorescence light, which is observed with fluorescence
telescopes in UHECR experiments [40,41]. The energy estimated
through observation of UV fluorescence light is called the calori-
metric energy, and it is used to infer the primary energy of UHECRs
[42]. The energy released as the fluorescence light is determined by
the energy deposited to the air, Eair. So in order for the primary
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Fig. 3. Average of shower maximum, hXmaxi (upper panel), and standard deviation,
rXmax (lower panel,) as a function of primary energy. Lines are the least chi-square
fits of the values in Table 2, which were calculated for 250 simulations for all zenith
angles. The result reported in [38] is included for comparison.

Table 2
Average and standard deviation of Xmax, which were calculated for 250 simulations for all zenith angles.

Depth of shower maximum, Xmax (units: g/cm2)

Primary log10E0 (eV) 18.5 18.75 19 19.25 19.5 19.75 20

Proton CORSIKA hXmaxi 754.1 768.7 779.5 789.3 802.1 810.3 821.8
rXmax 52.6 59.4 55.1 49.0 55.8 50.0 50.7
COSMOS hXmaxi 746.2 760.0 774.9 781.2 781.3 813.8 836.8
rXmax 46.8 45.2 53.1 50.2 48.5 42.2 40.9

Iron CORSIKA hXmaxi 672.5 682.2 698.0 711.8 722.3 735.8 747.6
rXmax 23.1 20.9 23.6 23.4 23.5 25.2 23.6
COSMOS hXmaxi 671.9 698.6 704.9 702.8 713.0 742.7 754.4
rXmax 19.5 24.6 20.5 23.2 19.0 18.7 21.8
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• >80GeV			QGSJET	II-03
• <80GeV			FLUKA	for	CORSIKA,	PHITS	and	JAM	in	COSMOS	



Tracking	in	the	geo	(arbitrary)	
magnetic	field
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Tracking	in	non-air	material	
fusion	with	EPICS	– on	going	update	--
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• EPICS	is	a	detector	simulation	code	allowing	
arbitrary	material,	shape,	…

• Seamless	simulation	into	rock,	ice,	water,	…
using	high	energy	interaction	models

• Muongraphy
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Extra-Terrestrial	Air	showers	!?
-- proposed	application	--The Astrophysical Journal, 734:116 (10pp), 2011 June 20 Abdo et al.

Figure 1. Count maps for events !100 MeV taken between 2008 August and 2010 February and centered on the Sun (left) and on the trailing source (so-called
fake-Sun, right) representing the background. The ROI has θ = 20◦ radius and pixel size 0.◦25 × 0.◦25. The color bar shows the number of counts per pixel.
(A color version of this figure is available in the online journal.)

Figure 2. Integral intensity (!100 MeV) plot for the Sun-centered sample vs.
elongation angle, bin size: 0.◦25. The upper set of data (open symbols, blue)
represents the Sun, the lower set of data (filled symbols, red) represents the
“fake-Sun” background.
(A color version of this figure is available in the online journal.)

angle) and the fake-Sun positions for a bin size 0.◦25. While
for the solar-centered data set the integral intensity increases
considerably for small elongation angles, the averaged fake-
Sun profile is flat. The two distributions overlap at distances
larger than 20◦ where the signal significance is diminished. The
gradual increase in the integral intensity for θ ! 25◦ is due to
the bright Galactic plane broadened by the PSF, see the event
selection cuts summarized in Section 2 and Table 1.

The second method of evaluating the background uses an all-
sky simulation which takes into account a model of the diffuse
emission (including the Galactic and isotropic components,
gll_iem_v02.fits and isotropic_iem_v02.txt, correspondingly;
see footnote 54) and the sources from 1FGL Fermi-LAT
catalog (Abdo et al. 2010a). To the simulated sample we apply
the same set of cuts as applied to the real data and select
a subsample centered on the position of the real Sun. The
simulated background is then compared with the background
derived from a fit to the fake-Sun in the first method. Figure 3
shows the spectra of the background derived by the two methods.
The agreement between the two methods (and the spectrum of
the diffuse emission at medium and high latitudes (Abdo et al.

Figure 3. Reconstructed spectrum of the background for the fake-Sun method
(filled symbols, red) and for the simulated background sample (open symbols,
blue) averaged over a 20◦ radius around the position of the Sun.
(A color version of this figure is available in the online journal.)

2010c) not shown) is very good, showing that the background
estimation is well understood and that there is no unaccounted
or missing emission component in the analysis.

Finally, we check the spatial uniformity of the background
determined by the fake-Sun method. The ROI restricted by
θ " 20◦ was divided into nested rings. We use four annular
rings with radii θ = 10◦, 14◦, 17.◦3, and 20◦, which were
chosen to subtend approximately the same solid angle for each
ring, and hence should contain approximately equal numbers
of background photons if their distribution is spatially flat. The
ring-by-ring background intensity variations were found to be
less than 1%. Note that the background emission is considerably
more intense than the expected IC component (see Section 3.2),
and even small background variations across the ROI may affect
the analysis results. To minimize these systematic errors, we
therefore using the ring method for the background evaluation.

The evaluated spectrum of the background for θ " 20◦ was
fitted using the maximum likelihood method and the results
were used to derive the simulated average photon count per

4
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• Time	dependent	energy	spectrum,	emission	region
• GCR	+	solar	magnetic	field	+	interaction	with	H,	He,	…
• Quantitative	explanation	by	COSMOS?	

• Fermi/LAT observation
• GCR	+	solar	atmosphere
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(the Sun’s angular radius is 0.26°). The excellent angular
resolution of >10 GeV γ rays minimizes the flux lost
from our region of interest (ROI). In Appendix A of the
Supplemental Material (SM) [31], we show that larger ROIs
produce consistent results.We remove events observedwhen
the Sun falls within 5° of the Galactic plane due to the larger
diffuse background. This cut is smaller than in previouswork
but is sufficient due to the small ROI. We perform the first
conversion of each γ ray to helioprojective coordinates
utilizing SUNPY [45] and ASTROPY [46]. We ignore diffuse
backgrounds, which we found in Ref. [18] to be negligible.
We calculate the Fermi-LAT exposure at the solar

position in temporal bins of 5000 s (but use precise times
for recorded events). Within this period, the Sun moves
<0.1° in the Fermi coordinate system, and the Fermi-LAT
effective exposure is approximately constant. We assume a
single exposure over the full ROI in each time bin, and we
bin the exposure into 32 logarithmic energy bins spanning
10 GeV to 1 TeV. Because the Sun occupies a unique
position in instrumental ϕ space, we calculate exposures
calculated using ten independent ϕ bins. In Appendix B
of the SM [31], we show that this ϕ dependence does not
affect our results.
Flux, spectrum and time variation.—In Fig. 1, we show

the solar γ-ray flux before and after January 1, 2010, which
roughly corresponds to the end of the cycle 24 solar
minimum. We note three key results. (a) The γ-ray flux

significantly exceeds the SSG prediction (based on a proton
interaction probability of 0.5%), in fact approaching the
maximum allowed solar disk flux (for a detailed calcu-
lation, see Appendix E of the SM [31]). (b) The 30–50 GeV
spectral dip, which we carefully examine in Ref. [18], is
statistically significant both during and after solar mini-
mum, though there is some evidence (2.5σ) that the dip
deepens at solar minimum. Aside from the dip, the spectra
in both time periods are significantly harder than predicted
by SSG. (c) The strongest time variation is observed
between solar minimum (largest flux) and the remaining
solar cycle. At low energies this variation is moderate
[13,14,18]. However, the amplitude increases with energy
above 50 GeV, reaching a factor ≥10 above 100 GeV. None
of these observations were anticipated by theory.
Morphology.—The large γ-ray flux suggests that a large

fraction of the solar surface participates in γ-ray emission.
To further elucidate the γ-ray generation mechanism(s), we
resolve the γ-ray morphology across the solar surface. This
reconstruction is possible at high (≳10 GeV) energies due
to the excellent (∼0.1°) Fermi-LAT angular resolution.
In Fig. 2, we show the location of γ rays in our analysis,

dividing the data into two temporal bins (before and after
January 1, 2010, corresponding to the end of the solar
minimum) and two energy bins (below and above 50 GeV,
corresponding to the spectral dip discussed in Ref. [18]).
We find that, contrary to the SSG model, the emission is
neither isotropic nor time invariant. Instead, it includes
distinct polar and equatorial components, with separate
time and energy dependences. In particular, it is apparent
that γ rays above 50 GeV are predominantly emitted near
the solar equatorial plane during solar minimum, but they
are emitted from polar regions during the remaining cycle.
We utilize two separate methods to quantify the signifi-

cance of this morphological shift. The first employs a
Kolmogorov-Smirnov test to differentiate the distribution
of γ rays in observed helioprojective latitude (jTyj) during
and after solar minimum. This method is model indepen-
dent but loses sensitivity to convolving factors such as the
instrumental point-spread function (PSF). Below 50 GeV,
we find that the event morphologies are consistent to within
1.1σ. However, above 50 GeV, we reject the hypothesis that
the latitude distributions during and after solar minimum
are equivalent at 2.8σ. This provides reasonable evidence
for a morphological shift.
Second, we define a two-component model of the solar

surface, with equal-area equatorial and polar emission
components (divided at Ty ¼ "0.108°). We fit the flux
from each component, utilizing the angular reconstruction
of each observed γ ray (see Appendix F of the SM [31]).
This correctly accounts for the PSF but provides results that
depend on the assumed emission model. In Appendix G of
the SM [31], we show that different models produce similar
results. This analysis provides two key results. (a) At all
energies, the γ-ray emission becomes more polar after solar

FIG. 1. (Top panel) The solar disk γ-ray spectrum during solar
minimum (before January 1, 2010; blue circles) and after it (red
squares). Small shifts along the x axis improve readability. The
gray lines show the SSGmodel renormalized by a factor of 6 to fit
the lowest-energy data point (solid line), and the maximum γ-ray
flux that could be produced by hadronic cosmic rays (dashed
line). (Bottom panel) The ratio of the γ-ray flux observed during
and after solar minimum. All upper and lower limits are based on
2σ Poisson fluctuations in the photon count.
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minimum. However, the amplitude of this shift increases
significantly at high energies. (b) The morphological shift
is produced by a significant decrease in the equatorial flux
after solar minimum, while the polar flux remains relatively
constant. Most significantly, at energies >50 GeV, the
equatorial fluxes during and after solar minimum are
inconsistent at 4.7σ.

In Fig. 2, we also show the polar and equatorial spectra
during and after solar minimum. While the polar emission
spectrum remains relatively constant, the equatorial spec-
trum softens substantially after solar minimum. This signifi-
cantly decreases the high-energy equatorial flux after solar
minimum, despite the similar normalization of the equatorial
component at low energies. Intriguingly, the equatorial γ-ray

FIG. 2. (Top panel) The location and energy of solar γ rays in helioprojective coordinates. Data are cut into two temporal and two
energy bins. The solid disk indicates the solar circle, and the dashed circle indicates the 0.5° ROI. The average 68% containment region
of γ rays in each bin is depicted at the top left. The histogram depicts the Ty positions of photons compared to the expectation from
isotropic solar emission smeared by the PSF (orange line). Events > 100 GeV are marked with triangles rather than circles. We stress
that the exposure after solar minimum significantly exceeds the exposure during solar minimum. Thus, the observed number of counts
does not indicate the relative flux. In each bin, we report the flux from the modeled polar and equatorial components, as described in the
text. (Bottom panel) The energy spectrum of polar and equatorial emission, divided into regions during (left) and after (right) solar
minimum. The polar emission is approximately constant, while the equatorial emission decreases drastically after solar minimum.

PHYSICAL REVIEW LETTERS 121, 131103 (2018)
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More	applications?

Tracking	in	strong	magnetic	field

Air	showers	in	other	planets
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Summary

• COSMOS	is…
• old	in	origin,	but	updating	continuously
• maintained	by	a	new	development	team	formed	recently
• easily	used	under	Gfortran environment		

• COSMOS	can…
• simulate	air	showers	under	various	conditions

CROSS	CHECK	WITH	CORSIKA
• extend	to	non-terrestrial	atmosphere	simulations	

ORIGINALITY	W.R.T.	CORSIKA
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