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Classification:   
Binary targets: Each single outcome will be  “yes“ or “no“  
NeuroBayes output is the Bayesian posterior probability that  
answer is “yes“ (given that inclusive rates are the same in training 
and test sample, otherwise simple transformation necessary). 
 
Examples: 
> This elementary particle is a K meson.  
> This jet is a b-jet. 
> This three-particle combination is a D+.  
> This event is real data and not Monte Carlo. 
> This neutral B-meson was a particle and not an antiparticle at 
   production time. 
> Customer Meier will cancel his contract next year.   

NeuroBayes task 1: 
Classifications 
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NeuroBayes task 2: 
Conditional probability densities 

Probability density for real valued targets:   
For each possible (real) value a probability 
(density) is given. From that all statistical  
quantities like mean value, median, mode,  
standard deviation, etc. can be deduced. 
 
 Examples: 
> Energy of an elementary particle  
   (e.g a semileptonically decaying B meson with missing neutrino)  
> Q value (invariant mass) of a decay 
> Lifetime of a decay  
> Phi-direction of an inclusively reconstructed B-meson in a jet. 
> Turnaround of an article next year 

(very important in industrial applications) 

t
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Mode Expectation value 

 
Standard deviation 
volatility 

Deviations from  
normal distribution, 
e.g. crash probability 
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Roots:  30 years of elementary particle physics,   
peaking at the LHC at CERN. 
Built to understand how exactly our universe works. 

Schreiben Sie hier Ihren Text 

LHC: 27km 
circumference 

CERN (1960) 

CERN (2005) 

Photo: CERN  
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Background: High Energy Physics 
Fundamental research at the forefront of science 

The Large Hadron Collider  
– 100m under ground, 27km circumference 
 

Photo: CERN  

Very strong worldwide competition on getting results from data 
àvery strong statistical methods: fast & robust multivariate algos 
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One way to construct a one dimensional test statistic from 
multidimensional input (a MVA-method): 
  Neural networks 
 
Self learning procedures, copied from nature 
 

Parietal  
Cortex Frontal Lobe 

Motor Cortex 

Temporal Lobe 

Brain Stem 

Occipital  
Lobe 

Cerebellum 
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Neural networks 
 
 
The NeuroBayes classification core 
is based on a simple feed forward  
neural network. 
The information (the knowledge, the  
expertise) is coded in the connections 
between the neurons. 
 
Each neuron performs fuzzy decisions. 
 
A neural network can learn from 
examples. Supervised machine learning. 
 
Human brain: about 100 billion   ( 1011  ) neurons 
                      about 100 trillion  ( 1014 )  connections 
NeuroBayes  : 10 to few 100 neurons 
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Neural Network  
 
basic functions 
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Neural network transfer functions 
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NeuroBayes®   
A very adavnced Neural Network – and much more 

Invented in 2000 for reconstruction of b quark 
fragmentation in DELPHI experiment. 
 
Further development in Phi-T,  
later Blue Yonder. 
 
Several hundred successful applications in 
DELPHI, CDF II, Belle, CMS, ATLAS, LHCb, 
H1, AMS experiments:   
www.neurobayes.de   
 
More than 400 men-years development. 
 
Robust and fast algorithm for reconstruction 
(= prediction) of  
•  conditional probability densities  
•  classifications 
with extreme generalization ability by means 
of Bayesian regularization. Output 
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Postprocessing 

Preprocessing 
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NeuroBayes System Working principle 

Probability density function 
for target quantity t 

Historic Data 

Record 
a = ... 
b = ... 
c = ... 
.... 
t = …! 

NeuroBayes 
Teacher 

NeuroBayes 
Expert 

Current Data 

Record 
a = ... 
b = ... 
c = ... 
.... 
t = ? 

Expertise 

Expert System 
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Neural network training 

Backpropagation (Rumelhardt et al. 1986):  
Calculate gradient backwards by applying chain rule   
Optimise using gradient descent method.  Step size?? 
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Neural network training 
Difficulty: find global minimum of highly non-linear function 
in high (~ >100) dimensional space. 
Imagine task to find deepest valley in the Alps (just 2 dimensions) 

Easy to find the next  
local minimum... 

but globally... 
...impossible!  

è needs good preconditioning 
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NeuroBayes strengths: 
 NeuroBayes is a very powerful algorithm    

•       excellent generalisability (does not overtrain) 
•       robust – always finds good solution – even with erratic 
        input data    
•       fast 
•       automatically selects significant variables  
•       output interpretable as Bayesian a posteriori probability 
•       can train with weights and background subtraction 
 
NeuroBayes is easy to use  
•       Examples and documentation available 
•       Good default values for all options àfast start!  
•       Direct interface to root TMVA available 
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<phi-t> NeuroBayes® 

> is based on 2nd generation neural network algorithms,                
   Bayesian regularisation, optimised preprocessing with  
   non-linear transformations and decorrelation of input     
   variables and linear correlation to output.  
> learns extremely fast due to 2nd order BFGS methods and  
   even faster with 0-iteration mode. 
> produces small expertise files. 
> is extremely robust against outliers in input data.  
> is immune against learning by heart statistical noise. 
> tells you if there is nothing relevant to be learned. 
> delivers sensible prognoses already with small statistics. 
> can handle weighted events, even negative weights.  
> has advanced boost and cross validation features. 
> is steadily further developed professionally. 
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Bayes Theorem 
P(T⎮D)  ≠ P(D⎮T) , but 

Posterior Evidence 

Likelihood Prior 

NeuroBayes internally uses Bayesian arguments for regularisation 
NeuroBayes automatically makes Bayesian posterior statements 
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NeuroBayes training  
output (analysis file)  

NeuroBayes output distribution 
red:signal   black: background 

Signal purity S/(S+B) in bins of 
NeuroBayes output. 
 
If on diagonal, then P=2*NBout+1 
is the probability that the event  
actually is signal. 
⇒ This proves that NB always is  
well calibrated in the training. 
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NeuroBayes training  
output (analysis file)  

Purity vs. signal efficiency plot 
for different NeuroBayes output 
cuts. Should be as much in upper 
right corner as possible.  
The lower curve comes from 
cutting the wrong way round.  

Signal efficiency vs. total efficiency when  
cutting at different NeuroBayes outputs  
(lift chart). The area between blue curve  
and diagonal should be large.  
Physical region: white 
Right diagonal: events randomly sorted, 
 no individualisation. 
Left diagonal border: completely correctly 
sorted, first all signal events, then all bg.   
Gini index: classification quality measure, 
The larger, the better.  
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NeuroBayes training  
output (analysis file)  

 
Correlation matrix of input variables. 
 
1.row/column: training target 
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NeuroBayes training  
output (analysis file)  

Most important input variable 
significance: 78 standard deviations 

Accepted for the training 
 

Probability integral transformed input 
variable distribution: signal, background 
( this is a binary variable!) 
 
Signal purity as function of the input 
variable (this case: unordered classes)  

Mean 0, width 1 transformation of signal 
purity of transformed input variable 

Purity-efficiency plot of this variable 
compared to that of complete NeuroBayes 
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NeuroBayes training  
output (analysis file)  

2.most important input variable, 
alone 67 standard deviations. 
But added after most important var 
taken into account only 11 sigma. 

Probability integral transformed input 
variable distribution: signal, background 
( this is a largely continuous variable!) 
 
Signal purity as function of the input 
variable (this case: spline fit)  

Mean 0, width 1 transformation of (fitted) 
signal purity of input variable 

Purity-efficiency plot of this variable 
compared to that of complete NeuroBayes 
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NeuroBayes training  
output (analysis file)  
39. most important input variable, 
alone 17 standard deviations, but only 0.6 
sigma added after more significant 
variables. 

Ignored for the training 

Probability integral transformed input 
variable distribution: signal, background 
 
 
 
 
Signal purity as function of the input 
variable (this case: spline fit + delta)  

Mean 0, width 1 transformation of (fitted) 
signal purity of input variable 
Due to the preprocessing 94 the delta is 
mapped to 0, not to its purity. 

For 3339 events this input was not 
available (delta-function) 
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NeuroBayes output is a linear measure of the 
Bayesian posterior signal probability:   

Signal to background ratio in training set:           , in expert set: 
 
If the training was performed with  
different S/B than actually present in  
expert dataset, one can transform the  
signal probability: 
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Scenario: Neither reliable signal nor background Monte Carlo available 
 

Idea: Training with background subtraction 
         Signal:          Peak region weight 1 
                             Sideband region with weight -1 (statistical subtraction) 
         Background: Sideband region with weight 1 

works very well! 
 
also for Y(2S) 
and Y(3S) ! 
Although just  
trained on Y(1S) 
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Example for data-only training  
(on 1. resonance) 
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NeuroBayes Bs to J/ψ Φ selection without MC  
(2 stage background subtraction training process) 

soft preselection,  
input to first  
NeuroBayes training 

soft cut on net 1,  
input to second  
NeuroBayes training 

cut on net 2  

all data  
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Exploiting S/B information more efficiently : The sPlot-method  
 

Fit data signal and background  
in one distribution (e.g. mass). 
Compute sPlot weights ws for  
signal (may be <0 or >1)  as  
function of mass from fit. 
 
Train NeuroBayes network 
with each event treated both   
as signal with signal weight wS and  
as background with weight 1-wS.  
   Soft cut on output enriches S/B considerably: 
Make sure network cannot learn mass! 
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More than 120 Ph.D. theses and many 
publications …  

from experiments DELPHI, CDF II, AMS, CMS ATLAS, LHCb and 
Belle used NeuroBayes® or predecessors very successfully.  
 
 
Many of these can be found at  
www.neurobayes.de 
 
 
Talks about NeuroBayes® and applications: 
www-ekp.physik.uni-karlsruhe.de/~feindt  à Forschung 
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Some NeuroBayes highlights:        Bs oscillations 
Discovery of excited Bs states 

X(3872) properties  
Single top quark production discovery 

High mass Higgs exclusion 
…                  
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NeuroBayes example: The LHCb trigger  
very fast intelligent decisions with NeuroBayes 

At the LHC (CERN) – per experiment:  
40 000 000 events per second, which translates into  
1 PetaByte (1,000,000,000,000,000 Byte)  
 per second raw data  

At the LHCb experiment 
30 000 instances of NeuroBayes running 
real-time 24/7 filter out the „interesting“ 
events without introducing lifetime bias 

Photo: CERN  

But only 1 PB of interesting data per 
year can be stored. 
 
Need online reduction by  
1 : 10,000,000 
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NeuroBayes example: Full reconstruction of B mesons at 
the Japanese B factory experiment Belle  
Fundamental research at the forefront of science 

Ø  Belle experiment at KEK/Japan 
Ø  400 physicists from whole world 
Ø  10 years of data taking and analysis 
Ø  World record luminosity  
Ø  > 400 publications 

Ø  Automatic hierarchical reconstruction 
system built from 72 NeuroBayes 
networks reconstructed about 1100 
different reactions with a factor 2 larger 
efficiency than all analyses before 

Ø  Much cleaner signal 

Ø  Work performed by 2 PhD and 1 
master student 

Ø  Corresponds to 500 “normal” PhD 
theses  

Ø  Corresponds to another 10 years of 
data taking  
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© Blue Yonder  

 

Goal: find (classify) all relevant pixel information 

Big Data challenge: process approx. 10G bit per s 

Solution: NeuroBayes on Hardware  

  

Future (2015): intelligent decisions directly on 
sensor (Belle II pixel detector), before big data 
reaches any computer  
 



© Blue Yonder  

NeuroBayes @ hardware*: 

200 million decisions per second 

à 5ns for one decision  

BELLE II experiment : 

utilizes 40 boards: 

à8 billion intelligent decisions per 
second 

*features dedicated hardware board: 

»  NeuroBayes on FPGA  

»  Field Programmable Gate Array: 
(XILINX Virtex6 VLX75T) 

»  Clock frequency: 250 MHz 

»  Approx. 1 decision per clock cycle 
(fully pipelined architecture) 

»  Probability decision output possible 

 



Use all available and relevant 
information as input, e.g. 
measurements from the various 
sub-detectors, … 

NeuroBayes will extract statistically 
significant patterns in the data to derive 
the prediction. 

Prediction will return the best 
estimator for a measurement 
including a statistically sound 
estimation of the expected 
spread. 
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NeuroBayes from Science to Industry 
Predictive Analytics in High Energy Physics 
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Use all available and relevant 
information as input, e.g. article 
properties, previous sales, etc 

NeuroBayes will extract statistically 
significant patterns in the data to derive 
the prediction. 

Prediction will return e.g. the most 
probable sales rate including a 
statistically sound estimation of 
the expected spread. 

Article size 

Picture size 

colour 

Previous sales 

M 

21% 

red 

brand 

price 19,9 

171 

24 

... 

Prediction sales 

E(X) 

NeuroBayes from Science to Industry 
Predictive Analytics in industry 

e.g. Retail 

NeuroBayes allows data-driven analysis and forecasts – both in science and industry 
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General Overview 

NeuroBayes® 

Sales 
Forecasts 

Fraud 
Detection 

Insurance 
Premium 

Optimization 

Patient‘s 
treatment 

optimization 

Sports event 
predictions 

.... 

Fundamental 
Research 
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Mission 
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► Bring top scientific methods and thinking into business 
► Forecasts and decisions purely data driven and with sound scientific methods 
► Replace gut feeling (subjective priors) by objective and generalizable calculations  

► Tasks are neither simple nor uninteresting. Real life is a complex system! 
► Projects are very demanding! Direct comparison, fast direct feedback. 
 
► Spirit of Blue Yonder similar to CERN.  
► More than 70 PhD data scientists and 20 software engineers, mostly physicists  
     currently dominate the total staff (currently 110)   
► Very slim, extremely efficient management, sales, marketing and administration   
► Largest private data science group in Europe 
► (Compariable to IBM Watson core team, also 70 scientists) 



WHAT WILL HAPPEN? 

Blue Yonder provides predictions    ---    based on data  
(scientifically sound – with quantified uncertainty -- 
testable and falsifiable, as predictive as possible)     

WHAT HAS HAPPENED? WHY? 

DATA 

PATTERN 
PATTERN 

PREDICTIONS 

Data Mining and conventional Business Intelligence Predictive Analytics 

Influence on business performance 
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Technology Overview 

NEUROBAYES SYSTEM 

High Performance  
Data Transformation 

Teacher 

Industry-  
specific Output 
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Simulator 
(industry-specific) 

OPERATIONAL SYSTEM 
(Environment) 

Expert 

OUTPUT 

EXPERTISE 
(Industry-specific models) 

HISTORICAL 
TRANSACTION DATA 

REAL-TIME 
FEED R > 

R > BATCH 
INPUT 

WEB UI & SERVICES 

STREAM-
BASED INPUT 

►  7/24 operation needed  -  high safety   
►  Software as a Service 
►  Proprietary (big) data platform for devolopment and operation      
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Per item: 

»  Sales forecast 

»  Two estimates on 
spread  
(68% and 95% 
confidence intervals) 

Sales Forecast Fashion 
Example: OTTO Group 

Sales [units] 
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Around 7% of all perishable 
foods (e.g. meat, fruit & veg., 
etc) have to be disposed of in 
German supermarkets.  
That‘s about 89M tons of food 
wasted per year… 
 

Perishable goods in Supermarkets 
Meat, fruit & veg, bread, diary, …. 
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Insurance 
 
e.g.  
Individual risk predictions 
for car  insurances: 
 
Accident probability  
Claims distribution  
Large claim prediction 
Contract cancellation prediction 
   
 
 
è Successfully implemented  
     at 
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Correlations to target variable  
 „Ramler II-Plot“ 
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Alter Tarif NeuroBayes®  

Premium volume 

Prämie, normiert 
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NeuroBayes® delivers precise  
prognoses for the customer-individual  

number and height of claims 

Customer structure optimisation 
Bind your “good“ customers and 
take the „bad“ customers 

Rentability improvement: 
Simultaneously increase your 
total premium volume  and 
decrease your claims rate with a 
more just tariff system 

Premium differentiation: 
NeuroBayes® adjusts premium to 
customer-individual risk 

Alter Tarif NeuroBayes®  

Claims rate 

Bisheriger Tarif 

R
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Private health insurance claims per year  
anything but normally distributed... 
 

 

  

NeuroBayes® has the solution for difficult distributions of type   

Many insured persons (fraction1-P) 
do not generate any claim 

€ 

f (t) = (1− P)⋅ δ(t) + P⋅ f (t | t > 0)

When there is at least one claim, (fraction P), these 
are distributed according to f(t|t>0). This distribution 
has “fat tails“ (extremely high claims). 

Difficult to handle by 
classical methods 

t 
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f (t |   ) = (1−P(  )) ⋅δ(t)+P(  ) ⋅ f (t | t > 0,   )

NeuroBayes® calculates for each insured person x the 
individualised Bayesian probability density.   

 

  
Insured person x will have no claims  

with probability 1-P(x)  

If insured person  x will have any claim,  
the costs will be distributed according 

to f(t|t>0,x)  

t 

x x x x 

δ(t) = 
Dirac- delta- 
,,function‘‘ 
(distribution) 

NeuroBayes® has the solution for difficult  distributions of type   
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Healthcare insurance – long term prediction from 
anamnesis 

NeuroBayes® Expert Estimation (risk premium loading) 

Ø  Expert estimations are at best random –  
 for patients with a long history even systematically wrong.  

Ø  NeuroBayes® forecasts costs correctly and significantly beats expert estimations 
      more than 10 years into the future 
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Forecasts for individual stores 
»  Prediction of the full probability 

density function. 
»  Precise forecast of the expected 

revenue including exptected 
spread  
(68% and 95% confidence intervals) 

 

Revenue Forecast 
Example: dm– Large German drug-store chain 

revenue 
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► Just released: First big data 

predictive analytics 
standard software solution 

► Precise sales forecasts for 
retail and CPG  

► Access to big data 
predictive analytics for B2B 
end users  

► Easy handling through  
intuitive web-UI 

► Software-as-a-Service 
allows usage of Forward 
Demand without high in-
advance investments into 
software, infrastructure or 
highly skilled personell 

www.blue-yonder.com/forwarddemand 
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www.datascienceacademy.eu 

Just launched: 
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Prognosis of sports events from historical data: 
                        NeuroNetzer 

Results: Probabilities for                        home -  tie - guest 



Blue Yonder trends in data analytics:  data bases 

► Excel is standard in many departments in most companies 
► Graphical data representations are largely unavailable / unknown 
► SQL already is advanced for many users 
► Many data warehouses are “write-only“, analysis access too slow / restricted 
 
    
The advanced stuff is: 
► Vertical data bases! (columnar ntuples for 25 years already in HEP) 
► In-memory data bases  (mostly SQL-based)   
► Not one optimal solution for all problems of the world. 
► MAP/REDUCE (Hadoop) 



Blue Yonder trends in data analytics...    

► Fast interactive parallel data analysis / model development important for 
professional data scientists:  

 
► PIAF/PROOF       too much forgotten  
► MAP/REDUCE     not the answer to everything (good: CPU at data) 
 
► Combine goodies of both... 
 
► root / C++ too complicated and not flexible enough (e.g. store new columns) 
 
► Simplicity (important even for super data scientists): C++ à Python  
► Python: numpy, pandas etc very effective, CPU time is (largely) NOT a limitation 

► Machine Learning community often thinks too deterministic, no good 
understanding of (no interface for) statistical errrors and weights    



Blue Yonder trends in data analytics...    

Article Why cutting edge technology matters for Blue Yonder solutions 
► http://www.blue-yonder.com/en/resource-center/research-papers.html 
gives overview on our view on algorithms. 
 
We consider as important keywords: 
 
To know what makes a good prediction… 
Domain knowledge in different industries 
NeuroBayes   
Neural Networks 
Bayesian statistics 
Deep learning 
Reinforcement learning 
Correlation and Causality   --  automatic interventions  
Big data 
Parallelization  -- enhance NeuroBayes to arbitrary large training sets  
 



Blue Yonder – fastest growing BI company in Germany 

The Business Application 
Research Center (BARC) 
found that Blue Yonder is 
the fastest growing BI 
software company in 
Germany. 
With 175% turnaround 
increase in 2012 Blue 
Yonder is leading the field 
compared to 250 
competitors in the area of 
Business Intelligence and 
data management.   

Career opportunities in Karlsruhe, Hamburg and London: 

http://www.blue-yonder.com/unternehmen/karriere.html 

http://www.blue-yonder.com/en/company/career.html 
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www.blue-yonder.com 



Blue Yonder:  
Awards for Big Science Startup 

3 time winner of the 
Data Mining Cup  

 

Retail 
Technology 
Award 2012 

bwcon 
Hightech 

Award 2012 

Special Prize 
Deutsche 
Boerse 

2012 

DLD 2013: Best  
Enterprise Solution 

Finalist 2012 
Finalist 2013 
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DIP 2014 in category  
large enterprises:  
OTTO for employing 
Blue Yonder technology 
in the complete product 
lifecycle 

Top Retail 
Product  

2011/2012 


