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Square Kilometre Array in Australia and South Africa
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SKA Headline Science
§ Pulsar Surveys and Timing - Study of Gravitational waves 

§ Cradle of Life and Astrobiology - How do solar systems form and where could life emerge? 

§ Galaxy Evolution and Cosmology - How do galaxies get their gas and form stars? 

§ Cosmic Magnetic Fields - When did ordered magnetic fields in galaxies form 

§ Cosmic Dawn and Epoch of Reionisation - When did the first galaxies form and begin to 
reionise the Universe 

§ Radio transients and Exploration of the Unknown 

§ Full Science Case available at: http://bit.ly/SKA_Science_2014

4

http://bit.ly/SKA_Science_2014


SKA Observatory Convention signed  
on 12 March 2019  

Members: AU, UK, ZA, CA, CN, NZ, IN, NL, IT, 
SE, DE, ES, FR 







SKA1-Mid in South Africa



SKA1-Low in Australia

Size of the Netherlands



SKA Data Flow
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Credit: Chrysostomou (SKAO)

 First Stage Processing 
 Second Stage Processing 

 Station Signal Processing 
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Parametric Model Pipelines
• Real-time imaging pipelines

– Ingest: receive and pre-process visibilities from CSP
– RCAL: real-time calibration
– FastImg: fast imaging for slow transient detection

• Batch imaging pipeline
– ICAL: iterative self calibration (including direction-dependent 

calibration)
– DPrepA: preparation of continuum image data products
– DPrepB: preparation of coarse spectral image data products
– DPrepC: preparation of fine spectral image data products
– DPrepD: preparation of calibrated averaged visibilities data 

products (EoR projects)
• Non-imaging pipelines

– Pulsar search and timing, single-pulse transient detection
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Observatory Data Products
• Image data products

– Image cubes
– Gridded visibilities

• Non-image data products
– Science Data Model - more on this in a moment
– Calibrated averaged visibilities (designed for EoR 

projects)
– Transient source catalogue
– Pulsar timing solutions
– Sieved pulsar and transient candidates
– Transient buffer data

SKA First Stage Processing
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Functions of SKA Regional Centre

Credit: Joshi & Scaife
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Regional Centre Functionality
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Data AnalysisData ProcessingData Discovery

§ Observation database 
§ Associated metadata 
§ Quick-look data products 
§ Flexible catalog queries 
§ Integration with VO tools 
§ Publish data to VO

§ Reprocessing and 
calibration 

§ High resolution imaging 
§ Mosaicing 
§ Source extraction 
§ Catalog re-creation 
§ DM searches

§ Multi-wavelength studies 
§ Catalog cross-matching 
§ Light-curve analysis 
§ Transient classification 
§ Feature detection 
§ Visualization
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SKA Regional Centre Steering Committee

§ SRCSC Mission: to define and create a long-term operational partnership 
between the SKA Observatory and an ensemble of independently-resourced 
SKA Regional Centres. 

§ SRC High Level Functions: Data Flow, Data Processing, Data Curation, User 
Support, Commonality and Resource Management 

§ Some Key Principles: data placement driven by optimising science, integrated 
resource allocation process, access through IVOA services
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Members: Quinn, Peter (Chair, Australia), An, 
Tao (China),  Barbosa, Domingos (Portugal), Bolton, 
Rosie (SKA), Chrysostomou, Antonio (SKA), Conway, 
John (Sweden), Gaudet, Séverin (Canada), van Haarlem, 
Michiel (Deputy Chair, Netherlands), Klockner, Hans-
Rainer (Germany),  Andrea Possenti (Italy),  Simon 
Ratcliffe (South Africa), Scaife, Anna (UK), Lourdes Verdes-
Montenegro (Spain), Vilotte, Jean-
Pierre (France), Wadadekar, Yogesh (India)

https://confluence.skatelescope.org/display/~p.quinn
https://confluence.skatelescope.org/display/~T.An
https://confluence.skatelescope.org/display/~T.An
https://confluence.skatelescope.org/display/~r.bolton
https://confluence.skatelescope.org/display/~r.bolton
https://confluence.skatelescope.org/display/~a.chrysostomou
https://confluence.skatelescope.org/display/~j.conway
https://confluence.skatelescope.org/display/~j.conway
https://confluence.skatelescope.org/display/~s.gaudet
https://confluence.skatelescope.org/display/~m.vanhaarlem
https://confluence.skatelescope.org/display/~m.vanhaarlem
https://confluence.skatelescope.org/display/~H.Klockner
https://confluence.skatelescope.org/display/~H.Klockner
https://confluence.skatelescope.org/display/~a.possenti
https://confluence.skatelescope.org/display/~s.ratcliffe
https://confluence.skatelescope.org/display/~s.ratcliffe
https://confluence.skatelescope.org/display/~A.Scaife
https://confluence.skatelescope.org/display/~l.verdes-montenegro
https://confluence.skatelescope.org/display/~l.verdes-montenegro
https://confluence.skatelescope.org/display/~J.Vilotte
https://confluence.skatelescope.org/display/~J.Vilotte
https://confluence.skatelescope.org/display/~y.wadadekar
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§ Computing and Processing Requirements  
§ Data Transport and Optimal European Storage Topologies  
§ Data Access and Knowledge Creation 
§ User Services 

Final deliverable: preliminary ESDC Design and Implementation Plan 

Design and specification of a distributed, European SKA 
Regional Centre to support the astronomical community  
in achieving the scientific goals of the SKA

EC Horizon 2020 (€3 million)
13 countries, 28 partners, SKAO, host countries,  
e-infrastructures (EGI, GÉANT, RDA), NREN’s
Three year project (2017-2019)
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WP2: ESDC Design & Governance 

Survey of Potential Providers 

§ Over 50 expressions of interest 

§ Mixture of scientific institutes, 
infrastructure providers, and industrial 
partners 

§ ESDC Requirements based on those 
developed by SRCCG  

§ Final deliverable: preliminary ESDC 
Design and Implementation Plan 

§ User input needed!
European SKA Regional Centre 

Possible Contributing Nodes
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• Analysis of compute load, data transfer and data storage 
anticipated as required for SKA Key science

• Suggested solutions to address each of the key software 
areas associated with running a distributed ESDC

• Initial System Sizing

WP3: Computing and Processing Requirements
Advanced European Network of E-infrastructures  
for Astronomy with the SKA     AENEAS - 731016 

AENEAS WP6  
Services  

Matthew Viljoen 

18/09/18 AENEAS Mid Project Review, Luxembourg 1 AENEAS	Mid-Project	Review	
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WORK BREAKDOWN 
T3.1  ESDC Processing: Inventory of SKA science cases and post-SDP 

 computing requirements  
 

T3.2  ESDC Data storage: Inventory and sizing of SKA science data 
 products and ESDC user-derived products  

 

T3.3  Evaluation of existing HPC, cloud and distributed computing 
 technologies  

 

T3.4  Design and costing for distributed ESDC computing architecture 
 

T3.5  Requirements for interfaces to SKA Science Archives & Other 
 Repositories 

 

T3.6  Validation, Verification & Proof of concept activities utilizing  SKA 
 pathfinder and pre-cursor facilities 

27/02/17 Kick-Off Meeting / Den Haag 6 

Storage volume requirements depend on: 

• Rate of ingest of SDP data products; 
• Rate of production of advanced data 

products. 

Rate of ingest of SDP data products was based 
on the SDP System Sizing, assuming that the 
ESDC holds a complete copy of all products. 

Rate of production of advanced data products 
was determined using the AENEAS processing 
Use Cases and was determined to be 3:1 in 
volume (output:input). 

Also examined the number of data products 
expected as a function of time. Relevant for the 
choice of Data Management System (DMS).
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Storage estimates for HPSOs

10 ExaBytes over first 15 years of SKA operations
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Re-processing      +      Post-processing

Processing is being examined in terms of (1) 
compute load; (2) memory requirements; (3) 

potential for distribution; (4) suitability of 
platform.

Reprocessing and post-processing

Minimum for HPSOs  ~13 PFlops
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WP4: Data Transport and Optimal Storage Topologies

GÉANT London to AARNet Canberra 

SANReN Cape Town to GÉANT London 
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• Surveys of Astronomical Facilities and of their User Communities
• Gap analysis
• Recommendations on the design of user interfaces 

• for data discovery, access, and retrieval 
• data processing, re-processing, analysis and visualization

WP5: Data Access and Knowledge Creation

What data products would you like to find in  
a facility archive (1=necessary, 5=useless)?

What is the fraction of data distributed through  
archives in raw, calibrated and advanced format?
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• Authentication and Authorisation Infrastructure
• Federated Access for Research
• Exploration of Technologies
• Proposed AAI Architecture

• Framework for designing and implementing a 
Service Portfolio for the ESDC and SKA

• validate users' requests for data access;
• keep accounts of computing and storage 

resources for each user or user group;
• minimize data movement between sites.

WP6: User Services
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Available through web site: www.aeneas2020.eu

AENEAS results

http://www.aeneas2020.eu


Van Leeuwen Nijmegen 09-2015Pulsar surveys and neutron-star discoveries -- timing triples, vanishing doubles, one-off single bursts.

Europe-wide radio interferometry array  
Operating at 10-270 MHz 
38 stations in the Netherlands 
14 stations in Germany, France, Sweden,  
     United Kingdom, Ireland, Poland and Latvia 

The International LOFAR Telescope (ILT)
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LOFAR Science Products
§ Velocity  (Raw data rates of  ~13 Tbits/s, correlated ~10 TB/hr) 
§ Volume  (100 TB visibilities, 1 TB cubes, 1 PB catalogues) 
§ Variety  (raw telemetry, uv data, beam-formed data, 2D-3D-4D-5D cubes,  

              RM cubes, light-curves, catalogues, etc.)
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LOFAR Long Term Archive

§ Current size archive ~49 PB 
§ Annual growth ~7 PB/year 
§ Data Stored: SURFsara (Amsterdam),  

Jülich and Poznan
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§ EC H2020 (16 M€, 2019-2023)
§ Partners include SKA, CTA, KM3Net, EST, 

ELT, HL-LHC, FAIR, CERN, ESO, JIVE 
§ Led by CNRS, 32 different EU institutions 
§ ASTRON leading Science Platform WP
§ Work kicked off in February 2019

ESCAPE aims to address the Open Science challenges 
shared by ESFRI facilities as well as other pan-European 
research infrastructures in astronomy and particle physics 
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Supporting
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Summary

SKA Regional Centres 

§ Receiving ~600-700 PB of SKA data per year from ~2027 
§ Major effort required to prepare - using pathfinder data 
§ Funding these plans may be a challenge 
§ Global initiatives and collaboration essential 
§ Integrates well with European Open Science Cloud 
§ Expect great new scientific opportunities (e.g. multi-messenger)
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